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Abstract

The desire to have intuitive, seamless 3D interaction fuels research into new 3D inter-

action approaches. However, research continues to rely on Brunelleschi’s perspective

to provide a sense of visual depth to create a 3D graphical display. The interactive

control space has been mapped directly into the 3D virtual display space without

much thought about the effect that perspective distortion has on the interaction.

There are a myriad of possible 3D control-display mappings. Previously, 3D

interaction mapping options have focused on the manipulation of control-display

ratio. In this thesis, I present a conceptual framework that provides a more general

control-display description.

I conduct a user study to compare three different mappings to the commonly

used mapping for 3D selection and manipulation tasks. The results indicate that

all three may be considered viable alternatives. Together, this 3D control-display

mapping framework and study open the door to further exploration of 3D interaction

variations.
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Chapter 1

Introduction

This thesis investigates the relationship or mapping between the three-dimensional

(3D) Interactive Control Space and three-dimensional (3D) Display Space. This

is the relationship between the physical 3D space a person (or group of people)

moves and interacts in, and the virtual 3D space, displayed by the computer where a

person expects to see the result of their interaction appear. While 3D graphics and

3D interaction are mature fields of research, this topic is surprisingly unexplored.

This chapter starts by motivating this investigation and setting it within the

context of current 3D graphics and interaction research. Next, I present the specific

thesis problems and the related thesis goals that address these problems. I finish the

chapter with an overview of the rest of the thesis.

1.1 Background and Motivation

As a culture, we have had fantastical ideas about exploring alternate 3D spaces for

at least a century: take, for example, “Through the Looking Glass and What Alice

Found There” by Lewis Carroll [24]. In “Through the Looking Glass and What Alice

Found There”, Alice steps through a mirror into an alternate parallel 3D universe

where she finds that ordinary inanimate objects, such as the mantle clock, come to

life in extraordinary ways (Figure 1.1).

Since the advent of 3D computer graphics, people have been constructing and

1
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(a) Alice peering into the mirror. (b) Alice stepping through the
mirror.

Figure 1.1: Alice in ‘Through the Looking Glass’ from [24].

(a) CAVE (b) Head Mounted
Display

(c) glove (d)
Wii
Mote

Figure 1.2: Display configurations and Input devices

interacting with alternative 3D virtual worlds, which is particularly apparent in the

gaming industry. Currently, the great variety of possible 3D interfaces — CAVEs™,

3D visualizations, 3D games — continues to proliferate. These interfaces differ not

only in purpose (work or play), but also in many physical aspects, including display

capabilities and physical configurations such as the CAVE™ (Figure 1.2(a)) and head

mounted display (Figure 1.2(b)), and input devices such as a glove (Figure 1.2(c))

and the WiiMote (Figure 1.2(d)). Most 3D interfaces make use of the 3D projection
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derived from Brunelleschi’s perspective [47] that has been used in computer graphics

for the last forty years or more. Figure 1.3 shows this common perspective used

in a game environment. However, there are some exceptions, such as incorporating

perspective from the eastern tradition [25, 55, 56] or cubism inspired projection [37,

36], and recently there has been some exploration into the creation of 3D scenes with

frameworks that incorporate many possible alternative projections [10, 22, 27, 51, 80].

Embellishments are being explored, such as passive [4, 20] or active stereo [1, 28] and

3D sound effects [12, 72], which can add to the power of the 3D experience, however,

the basic 3D perspective still commonly stays the same.

(a) Without perspective projection. Notice how
the fences appear parrallel

(b) With typical perspective projection. Notice
how the fences and buildings on each side of the
path appear to converge in the distance

Figure 1.3: Notice how the use of perspective on the right makes the world appear
more realistic and more 3D (from the game called “Eternal Lands” [3])

There is a significant amount of research into different aspects of 3D interfaces,

such as 3D displays [28, 30, 41, 49, 71, 77], 3D input devices [7, 65, 86, 90, 91], and 3D

interaction metaphors [15, 34, 58, 62, 66, 68]. In parallel, there is also a continuing

discussion about and research into difficulties with 3D interfaces including problems

with developing effective 3D perceptual support [17, 82], problems with developing
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intuitive and understandable 3D visualizations [73], and more generally discussions

about lack of overall adoption of 3D interfaces [11].

One aspect that has received less research attention is the mapping of the in-

teraction control space to the display space. To explore alternate experiences in

3D interaction, the research presented in this thesis considers the 3D to 3D mapping

from a person’s or people’s interaction space in the real 3D world (control space) onto

the virtual 3D display space. To date control to display mappings have been explored

in terms of control-display gain, also referred to as control-display ratio [54, 76, 82].

These are changes in scale such as a small movement of the hand mapped to a large

movement in the virtual space displayed on the screen. Beyond manipulation of

scale, there has been little exploration of whether there are other viable alternatives

in control-display mapping. Despite many differences amongst 3D interfaces, most

explorations into 3D interaction rely primarily on perspective for the creation of the

3D display space, and commonly map the interactive control space directly into this

perspective display space. This has become the default mapping, however, it does

cause some perceptual discontinuities. For example (Figure 1.4), if one moves the

input in control space to the lower left hand corner just in front of the screen, one’s

cursor in virtual 3D display spaced ends up positioned considerably to the right and

higher up the screen. These perceptual discontinuities raise questions about whether

this style of 3D interaction is understandable due to our ability to comprehend per-

spective depth cues, or whether some alternate 3D control-display mapping would

be easier to work with.

Figure 1.5 illustrates the general context and scope of my research. Within

the broad area of Human Computer Interaction, this thesis research lies within 3D
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(a) Starting at the corner of
the interactive space farthest
from the screen, one is inter-
acting near the front of the
perspective box

(b) Moving towards the screen
to approximately halfway

(c) Right up close to the
screen, one is interacting at the
back of the perspective box

(d) Starting at the corner of
the interactive space farthest
from the screen, the cursor ap-
pears directly in front

(e) Closer to the screen, the
cursor begins to veer up and to
the right

(f) Right up close to the
screen, the cursor is quite far
up and to the right

Figure 1.4: Mapping control space to display space: (a), (b), and (c) show a per-
spective display space with a perspective control-display mapping for the interaction.
Note how the corresponding cursor object in display space makes sense within the
box drawn in perspective but when the box cues are removed in (d), (e), and (f) this
mapping is not so obvious.

Interaction. Within 3D Interaction, this research crosses the three broad areas of

research: 3D Input Design, 3D Display, and 3D Interaction Techniques. Specifically, I

look at 3D control-display mappings. In this thesis I develop a conceptual framework

to describe many alternative 3D control-display mappings. Since the number of

studies suggested by the framework is considerable, the study in this thesis considers

a subset of these specifically contrasting the standard mapping to three possible

alternatives.
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Figure 1.5: This figure illustrates where my thesis topic of 3D Control-Display Map-
pings lies within the larger field of Human Computer Interaction

1.2 Thesis Problems

While 3D interaction has become a well-established area of research, and improve-

ments continue to be made, interacting in 3D is still difficult and the development

of effective 3D interfaces is challenging. Many areas and ideas related to 3D control-

display mappings have yet to be investigated, and to further our understanding of

3D interaction I investigate 3D control-display mappings. In this thesis I address the

following problems:

1. What are the components of 3D control-display mappings? To date,

3D control-display mappings have only been discussed in terms of control-

display gain or scale. What are the other components of this relationship?

2. Can the components of 3D control-display mappings be formalized?

Is there a way to frame and capture the various components into an under-

standable cohesive whole?
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3. Are any of the alternate 3D control-display mappings viable? Viable

alternative 3D control-display mappings have not been investigated and need

to be studied. We need to identify which new possible alternative mappings are

worthy candidates to investigate as viable alternatives. To understand these

alternatives and to indicate whether expanding our understanding of control-

display mappings will have an impact on 3D interaction, empirical studies need

to be performed.

1.3 Thesis Goals

I will address the aforementioned problems with the following goals:

1. To identify what the components of 3D control-display mappings

are: I identify and describe the components of 3D control-display mappings.

(addresses Problem 1) This goal is addressed in Chapter 3 in Sections 3.1 and

3.2.

2. To formalize the discussion of the components of 3D control-display

mappings: I create a conceptual framework and mathematically define the

components identified through Goal 1 (addresses Problem 2) This goal is ad-

dressed in Chapter 3.

3. To identify and evaluate potentially viable alternate 3D control-

display mappings: I identify issues with the standard mapping and potential

mapping alternatives that may address these issues. I perform an initial eval-

uation of the mappings by designing and running a controlled experiment. I
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ask participants to perform a series of simple tasks, and to repeat such tasks

with four distinct mappings (one traditional, and three alternative). I record

and analyze participants’ related previous experience, task performance, and

mapping preferences. I further discuss and analyze the results of the study and

the particular choice of the four distinct mappings (addresses Problem 3) This

goal is addressed in Chapter 3 in Section 3.3 and in Chapter 4.

1.4 Thesis Overview

This thesis is organized into five chapters and three appendices, as follows:

Chapter 2 surveys related work in relevant perceptual cognitive science; 3D dis-

play; 3D input devices and design; 3D interaction techniques; control-display map-

pings; and 3D interaction evaluation. The perceptual cognitive science section dis-

cusses how we perceive our physical 3D world, and in particular focuses on depth

perception. The 3D display section consists of a concise survey of all the main types

of 3D displays, and a discussion of how they support 3D perception. The 3D input

section discusses device factors to consider and the main types of input devices. The

3D interaction techniques section includes a 3D interaction technique task classifica-

tion and which techniques are the most influenced by the 3D control-display mapping.

The control-display section discusses control-display in one, two, and three dimen-

sions. It also discussed the related concepts of isomorphism and “magic” interaction

techniques. The last section on 3D interaction evaluation discusses the evaluative

measures used in 3D interaction.

Chapter 3 describes the 3D Control-Display Mapping framework and delineates



9

and formalizes these mappings (addresses Goals 1 and 2). This includes discussions

on: the visual representation of the mappings, and the mappings themselves.

Chapter 4 describes the study I conducted (addresses Goal 3). Chapter 4 begins

with the motivation and study design. Chapter 4 then describes the participants,

apparatus, procedure, and the results. The chapter concludes with a discussion of

the study and its results.

Chapter 5 summarizes my research contributions. Chapter 5 includes a discussion

of future work relevant to the investigation of 3D control-display mappings and

concludes with a short overall summary.

Appendix A includes study documents, such as the pre and post questionnaires

and the consent form. Appendix B is the ethics approval. Appendix C is the co-

author permission.



Chapter 2

Related Work

Humans interact naturally with their physical three-dimensional (3D) world. Movies

such as the Matrix capture our imagination partly because we can relate to the al-

ternate three-dimensional virtual existence they present. Unfortunately, computer-

mediated virtual reality remains elusive as envisioned by futurists. However, some

success has been realized in this area as testified to by military and aviation sim-

ulators. Foley [33] has successfully argued that the need for computer-mediated

3D will pay dividends in at least: Training, Therapy, and Theatre, but many more

application areas exist including city planning, automotive design, and scientific vi-

sualization. All of these computer-mediated 3D application areas are dependent on

3D interaction.

Underlying all current 3D interaction work is the mapping of control space to

display space. Reiterating from Chapter 1, 3D control space is a person’s interaction

space in the real 3D world, and 3D display space is the virtual 3D display space that

this interaction is mapped onto. We are largely limited in the kind of interactions

possible by the hardware devices available. This chapter describes the current state

of the art in input (control) hardware, display hardware, and interaction techniques.

This is used as the basis to frame the thesis research.

Integral to effective 3D interaction is how it incorporates our abilities to perceive

3D. To appropriately discuss the effectiveness of the input and display hardware,

first, the relevant perceptual cognitive science (Section 2.1) is discussed. This chap-

10
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ter then frames the thesis work by reviewing the current state and limitations of

input (control) hardware (Section 2.3) and display hardware (Section 2.2). This is

followed by current 3D interaction techniques (Section 2.4).

After discussing 3D interaction, previous literature that pertains directly to

control-display mapping (Section 2.5) is reviewed. Lastly, previous study and evalu-

ation of 3D interaction (Section 2.6) is discussed as context to the evaluative study

in this thesis (Chapter 4).

2.1 Overview of Perceptual Cognitive Science as It Pertains

to 3D Interaction

To interact in 3D we rely on our senses to gain information on the spatial-temporal

relationship of objects in relation to each other, and in relation to ourselves. Thus,

knowledge of how we sense and interpret the 3D nature of the world is an asset in

creating effective computer-mediated 3D interaction.

Of the five primary senses, sight and touch are the senses we rely on the most

to interact in 3D. Visual display hardware is an ongoing area of research, however,

sight is arguably the most supported of the senses. Unfortunately the fidelity of

haptic display is far from the fidelity of the physical world. As such, computer-

mediated touch sensations are limited to the passive haptic sensations of the input

device and to the use of physical proxies — physical proxies that may or may not

be of similar shape, texture and weight as the virtual objects they are proxies for.

This currently relegates touch, and the use of our hands, to providing coarse input

to the computer system. Sight is thus the primary sense that we rely on when
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interacting with computers. 2D display hardware has matured to a state that 2D

displays can be found in a multitude of products and are used by the public at

large. The development of 3D display hardware is far behind. Current 3D display

relies heavily on 2D display hardware, and in most cases, it modifies a 2D display

to display 3D (see Section 2.2). As the third dimension, or depth dimension is not

inherent in 2D display hardware, 3D display is achieved through knowledge of how

humans perceive it and by simulating the depth dimension. To discuss 3D display

developments, the concepts of depth perception are first presented here. This is

followed by a brief discussion on the proprioceptive system, our internal kinesthetic

senses, as these internal senses also assist our sense of the 3D nature of the world.

2.1.1 Visual System

To perceive depth, the visual system gathers depth information based on a variety

of depth cues. These depth cues can be separated into monocular cues (single eye);

and binocular cues (both eyes). The monocular cues are: linear perspective, texture

gradient, size gradient, occlusion, depth of focus, cast shadows, shape-from-shading,

and structure-from-motion (kinetic depth, motion parallax). The binocular cues

are: stereoopsis, accommodation, and convergence [85]. The following gives a brief

explanation of each.

Monocular Cues

Perspective: Ware [85]1 describes linear perspective as follows:

Figure 8.1 [Figure 2.1 here] shows how perspective geometry can be de-

1from the text “Information Visualization” on page 275
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Figure 2.1: Linear Perspective: For each point on the canvas a ray of light is traced
back from a fixed point to the objects in the scene. This has the effect that objects
that are farther away appear smaller on the screen. (Figure 8.1 on page 275 in [85]
used with permission)

Figure 2.2: Parallel lines drawn in perspective appear to converge. A known object
such as the human provides an impression of the size of the scene, and the vertical
dark squares create a size gradient. The grid displayed can also be considered a
texture gradient. Cast shadows indicate the squares and human figure are on the
plane (Figure 8.2 on page 276 in [85] used with permission)

scribed for a particular viewpoint and picture plane. The position of each

feature is determined by extending a ray from the viewpoint to that fea-

ture in the environment. If the resulting picture is subsequently scaled up

or down, the correct viewpoint is specified by similar triangles as shown.

If the eye is placed at the specific point with respect to the picture, the

result is a correct perspective view of the scene. A number of the depth

cues are a result of the geometry of perspective. These are illustrated in

Figure 8.2 [Figure 2.2 here]
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Texture Gradient: A texture gradient results from a surface with a uniform

pattern or texture. The features of the pattern become smaller with distance and

create a depth gradient.

Size Gradient: When a set of similar objects, such as a bag of marbles or set of

cubes, are scattered over the environment, objects appear smaller the farther away

they are, creating a size gradient. If an object of known size is added into a scene,

such as a human being, it creates an impression of the overall size of the scene.

Occlusion: Occlusion is the result of objects overlapping each other. If object

A overlaps object B, then object A appears in front of object B and is perceived as

being closer.

Depth of Focus: As the eyes focus dynamically on various objects, they focus

to the depth of these objects or to a particular depth of focus. When a particular

object at a particular distance is in focus, objects farther away from and closer to the

viewer are out of focus and become slightly blurred. Typically objects in a virtual

scene are always in focus, and this depth cue is lost.

Cast Shadows: Lit objects cast shadows onto other objects. The size and shape

of these cast shadows, particularly upon large surfaces, give an idea of how far apart

the objects are.

Shape-From-Shading: When an object is lit, the way the different parts are

lit differently gives and idea of the 3D shape of that object (i.e. shape-from-shading

see Chapter 7 in [85]).

Motion Parallax: Motion parallax results from either motion of the person

relative to the object or motion of the object in the environment relative to the

person. As the motion occurs different sides of the object become visible and a
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strong notion of the 3D whole of the object is created. Further, closer objects or

parts of objects appear to move faster than farther objects or more distant parts of

the object which gives a relative depth cue.

Kinetic Depth Effect: The kinetic depth effect is an effect observed when a 3D

object spins. The rotational motion of the 3D object is a depth cue that enhances

the mind’s understanding of the three dimensional shape of the object.

Binocular Cues

Figure 2.3: Accommodation: the lens in the top eye is more stretched to focus on
the near object and the lens on the bottom eye is more relaxed and rounder to allow
focus on the distant object (adapted from Figure 3.5 on page 37 in [19])

Stereopsis: Stereopsis or stereoscopic vision results from having two slightly

different images, one in each eye, and the fusing process that occurs. To focus on an

object each eye’s lens adjusts or accommodates. This is called accommodation (see

Figure 2.3). The eyes rotate slightly inward or outward or converge on the object of

interest (i.e. convergence see Figure 2.4). Stereopsis, the fusing of the two images,

is quite a strong depth cue and has a large impact. For some, stereoscopic support

is the distinguishing feature of a 3D display over a 2D display. However stereopsis

is only one of the many depth cues possible and most stereoscopic 3D displays have

the accommodation-convergence conflict that results from displaying a stereoscopic
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Figure 2.4: Convergence: the eyes are rotated more inward for the close object and
less so for the far object. The angle created is called the vergence angle (adapted
from Figure 3.5 on page 37 in [19])

3D object on a 2D display (see Figure 2.5).

Discussion on Depth Cues

Depth cues are just that — cues. Depth perception is a process that constructs

depth information as a synthesis of the sometimes conflicting information that each

individual cue provides. The Necker cube is a famous example of ambiguous depth

cues (see Figure 2.6). As is noted by Hoskinson et al. [46], pragmatically, even

if all depth cues currently supported are faithfully executed in high end immersive

virtual reality (IVR) setups, depth perception errors remain high and varied between

people. This limits the practical application of IVR to the modeling and prototyping

process. Hoskinson et al. propose a study to determine the relative importance of

the accommodation-convergence conflict to the high depth perception error rate in

stereoscopic displays. Further, it is known that the amount a particular depth cue

is relied upon is dependent on the particular task. Wagner et al. [83] ran a study
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Figure 2.5: The mismatched depth information between accommodation and conver-
gence common in many computer generated stereo systems. The eyes accommodate
at the depth of the screen, and the eyes converge at the projected depth of the vir-
tual object. This results in conflicting depth information which is referred to as the
accommodation-convergence conflict (adapted from Figure 3.7 on page 39 in [19])

to compare the relative importance of depth cues in simple 3D interaction tasks

of positioning an object, rotating an object, and scaling an object. Perspective

projection (linear perspective) was found to generally have a positive impact on

performance; however, it had a slightly negative impact on the rotation task. Cast

shadows seemed to have a positive effect in all situations, but only minimally in the

rotation task. The other cues tested seemed to generally be important, but did not

statistically improve results.

The majority of 3D is displayed on a 2D screen (see Section 2.2). Brunelleschi,

during the 15th century, had an insight into how light from the 3D world enters the

eye and how you could capture that on a 2D surface, which lead to the geometrical

explanation of linear perspective. Linear perspective was incorporated into Western

thought, and in turn faithfully adopted by computer graphics. Though computer

graphics is currently exploring beyond perspective projection [10, 27, 51], in 3D
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Figure 2.6: In the Necker cube shown here, it is unclear which side of the cube is in
front of the other

interaction and 3D gaming linear perspective still dominates. This dominant position

indicates that the implications of using linear perspective for 3D interaction should

be clearly understood. This is part of the motivation for this thesis.

2.1.2 Proprioceptive System

Beyond the primary five senses, there are the senses that make up the proprioceptive

system. The proprioceptive system consists of the internal senses that help us per-

ceive movement and spatial orientation. This includes the inner ear sense of balance,

but also the tensing and relaxing of our muscle and movement of our joints. These

senses assist in allowing us to walk upright and are the basis for coordination. They

also let us know the relative position of our various body parts in relation to each

other and relative to the objects in the space immediately around the body, also

known as the peripersonal space [69, 31].

When and how the spatial information sensed by the proprioceptive system and

the visual system integrate into a cohesive whole is an area of continued research.

The two visual system hypothesis maintains that they correspond to the two distinct
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models [57]. The visual system gives the sensation information for the cognitive-

visual model. Likewise, the proprioceptive system gives the sensation information

for the sensorimotor model. It appears that people are quite adaptable to sensory

discrepancies between the two systems. Burns et al. [23] artificially separated the

hand and eye by placing a screen directly in front of the eyes. This blocked a

person’s ability to see their hands. Instead the person saw a virtual representation

of their hands. This allowed Burns et al. to separate the location of where the

participant saw their hand and the actual location of the participant’s hand. In the

study they slowly increased the difference between virtual representation and actual

location of the hand. Participants were able to successful interact, and did not notice

the difference, even when it was increased to a large amount. This adaptability

suggests that exploration beyond the default hand-eye relationship is possible. The

control-display mapping is related to the hand-eye relationship in that the hand

moves in control space and the eye sees the result in display space. Thus, this

adaptability further suggests that variations in the control-display mapping, even

drastic variations, may be possible.

In computer-mediated 3D, the proprioceptive senses are those that we rely on

when interacting in the control space and visual system and depth cues are used

to sense the display space. The depth cues discussed above are used to discuss the

effectiveness and limitations of display hardware in the next section.
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2.2 3D Display

To date, 3D interaction (3DI) research, particularly in virtual reality research, has

a large focus on stereoscopic display. However the majority of current stereoscopic

displays introduce artificial depth cue conflicts (i.e. the accommodation-convergence

conflict as described in Figure 2.5) which may seriously diminish the effectiveness

of using stereoscopic display broadly [46]. Further, current 3D display technology,

as purely information displays, only allows the addition of 3n or 3 times as much

information as on a 2D display [87].

The ability to interact with what is displayed is as important as the display itself.

Unfortunately, as mentioned in the previous section, the hardware to support the

haptic channel is severely limited. This has created a distinctive separation between

input and display. This distinctive divide is the basis for a control space and separate

display space and this divide must be acknowledged and its implications understood.

Further, to discuss the control-display mapping, it is important to understand the

implications of the physical hardware on both the display and control side. 3D

display hardware is discussed in this section and 3D input (control) hardware is

discussed in Section 2.3.

For displaying 3D currently, there are three main approaches: displaying on a

2D flat screen, adding a few pieces of hardware to use a 2D screen as a stereoscopic

screen with binocular depth cues, and creating new displays that are closer to be-

ing a 3D display that matches 3D in the physical world (volumetric displays and

autostereoscopic displays). Each approach is discussed in turn.
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2.2.1 Flat Screens with Monocular Depth Cues

CRT monitors, LCD monitors, large tiled wall displays (see Figure 2.7), and pro-

jectors, are all effective 2D displays. The majority of monocular depth cues can be

displayed directly on a 2D display, and the success of 3D computer animation in the

gaming and movie industry illustrates that 3D can be displayed fairly effectively on

a 2D display. Of the monocular depth cues discussed in Section 2.1.1, only dynamic

depth of focus and motion parallax cannot be directly supported on a 2D display.

Dynamic depth of focus is computationally expensive [59] and is rarely supported

(notable exceptions [59, 70]). Current implementations require eye tracking to deter-

mine which pixel a person is looking at, and then use the determined pixel to read

depth information from the associated z-buffer to ascertain the depth a person is

looking at [70]. Then, various computer graphic blurring techniques can be applied

to areas outside the determined depth of focus to simulate the effect of this depth

cue. Motion parallax requires head tracking data to move the visual space relative to

a person’s head. The addition of motion parallax through the use of head tracking

comes with a strong caveat. It is effective for a single person, as the visual space

moves relative to a single person’s head. When displayed to an audience, the whole

visual space still moves according to the single tracked person’s point of view, and

the lack of control can induce cybersickness in the audience. Thus, it is possible to

support motion parallax on a flat screen; however, it is best suited for single user

applications only.
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Figure 2.7: A tiled wall display is an example of a flat screen

2.2.2 The Addition of Binocular Depth Cues

All of the discussed binocular depth cues can not be displayed directly in a 2D

display. To date, 3D display that equals what we see in the physical world is not

technically feasible (though 3D display development is ongoing, and each new display

claims to have achieved this with names such as Actuality™ [2], Real-depth 3D™ [5],

or SeeReal™ [6]) and the third dimension on a 2D display is faked in one manner

or another. The first approach is to extend a 2D display to create a stereoscopic

display by providing a different image to each eye with the addition of shutter glasses,

polarized glasses, or even the use of separate displays for each eye.

One of the earliest stereoscopic displays consisted of shutter glasses with a regular

CRT monitor and half-silvered mirror that allowed the control space and display

space to overlap [71]. Shutter glasses work by alternately blocking light to the one

or the other eye. The CRT monitor must correspondingly alternate between two

images rapidly in synchronization with the shutter glasses to create the stereoscopic

effect. This is known as active stereoscopic display. Passive stereoscopic display
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consists of the use of polarized light to display two different images at the same

time. The left and right image are displayed with light oppositely polarized. The

polarized filter in each eye of the glasses allows only light polarized appropriately

to enter the respective eye. Circular polarization is generally preferred over linear

polarization as it allows a person to tilt their head. Passive stereoscopic displays are

generally preferred as they are less likely to induce headaches or nausea [9] caused

by the flicker inherent in active stereoscopic displays.

Head Mounted Displays

Figure 2.8: An example of a head mounted display

Head mounted displays (HMD) (see Figure 2.8) are an example of the separate

display for each eye approach. Early head mounted displays were worn on the head

and completely blocked out light from the physical world. This complete separation

from the physical world was thought to allow a person to immerse more completely

within the virtual world. HMDs had been, and often continue to be, quite heavy
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and create a fair amount of fatigue. HMDs also suffer from a small field of view,

increasing the need for head movement, and thus further fatigue. Modern HMDs

have become quite lightweight, and with see-through HMDs it is possible to augment

the physical world, and create mobile applications.

CAVE™

The CAVE™ (see Figure 2.9) was introduced in the early 1990s [28] as an alternative

to HMDs. To increase the immersion potential, large screens surround a person who

wears only stereo glasses (either shuttered or polarized) and small tracking devices.

CAVE™ installations are large and fixed: a large space, often a whole room, must be

dedicated to CAVE™ applications. Further, CAVE™ systems usually have relatively

low resolution for the size of the screens. Although the size of the space would seem

to indicate that multiple people can collaboratively interact with the system, the

CAVE™ system uses head tracking to allow for properly oriented perspective, as

well as motion parallax ; and, as mentioned above, the addition of motion parallax

through head tracking effectively means the CAVE™ system is a single user setup.

Figure 2.9: An example of a CAVE™ system
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2.2.3 Volumetric Displays

An alternative to the above approaches is the volumetric display. Volumetric displays

spin a 2D screen within a volume, and thus project light into a 3D volume. Therefore,

they do not suffer from the accommodation-convergence conflict [41]. Also volumetric

displays can be viewed from any angle and thus allow multiple people to view, point

out features, and discuss a virtual 3D object, in a similar manner as gathering

around an actual physical 3D object. Developing appropriate interaction techniques

for volumetric displays is an ongoing area of research [42, 43]. The main detracting

feature of volumetric displays is the 3D volume is encased and thus you cannot

interact directly with virtual objects in the volume. Current implementations also

create a distracting amount of sound (as observed in practice) and do not have a

consistent image quality throughout the volume nor sufficient resolution [14], but as

the hardware improves these issues are likely to be minimized.

2.2.4 Autostereoscopic Displays

Another 3D display alternative is autostereoscopic displays [30]. Autostereoscopic

displays display stereoscopic images without the need for special glasses. Of the

three types of autostereoscopic displays Dodgson [30] describes – parallax barrier,

lenticular, and integral imaging – integral imaging with its parallax in all directions

has garnered a great deal of attention [60]. Kobayashi et al. [49] discuss how integral

imaging allows one to view a scene from as many angles as are supported in both

horizontal and vertical directions along a vertical display. This is beneficial in that

it allows multiple people to view the stereoscopic image, and allows for some motion

parallax without head tracking. Further, it allows the display to be used as a hori-
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zontal or tabletop display. Lenticular and integral imaging displays suffer from color

moire, a rainbow like effect, but recently Kobayashi et al. [49] were able to overcome

this.

2.2.5 Discussion on 3D Displays

None of these types of 3D display offer 3D display that matches our physical 3D

world, although some are coming closer, such as volumetric displays and integral

imaging. When comparing CAVE™s, Wall displays, and desktop displays; none of

the displays have any particular advantages in terms of navigation tasks [77] (see

Section 2.4.3). The majority of 3D applications continue to be displayed on regular

2D screens, and in most cases, perspective projection is used throughout, and as

such this is used in this thesis’s study.

The next section discusses the other main hardware component in 3D interaction,

namely, input (control) hardware.

2.3 3D Input

To interact in 3D is more than simply viewing an exquisitely rendered 3D scene.

The 3D display possibilities were discussed above. However, with each possibility

the depicted 3D objects and scenes have a visual appearance but no physical exis-

tence. People cannot simply grasp, squish, mold, touch, or manipulate objects as

they would with their hands in the physical 3D world. Instead, to interact with

these virtual objects, one uses a 3D input device in control space. The input device

data is then mapped onto the display space to interact with these virtual objects.
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This distinct separation between the virtual objects in display space and the input

hardware used to interact with them in control space is why the 3D control-display

mapping underlies all current 3D interaction.

It is possible to use conventional 2D input devices such as the mouse and keyboard

to interact with these virtual 3D objects and scenes, but a plethora of 3D input

devices have been developed (see 3DUI bibliography [65]) to try and capture the

power and strength of our 3D capacity in the real world. To discuss the main 3D

input device types (Section 2.3.2) effectively, device factors, that is, the attributes of

an input device that impact its usage, are discussed first. These device factors allow

one to decide which input device is appropriate for a particular application. In this

thesis, these device factors were used to select the input device used for the study in

Chapter 4. Further, some of these device factors are significant in the discussion of

control-display mapping in Chapter 3.

2.3.1 Input Device Affordances and Factors

In the choice of input device or devices, each type of input hardware has varying

affordances or factors to take into account. Zhai [91] discusses a number of de-

vice factors: form factor, device persistence, degree integration, and isotonic versus

isometric. The following discussion includes Zhai’s factors and adds input fidelity,

absolute versus relative input, tethered versus wireless, and type of tracking technol-

ogy. These are discussed and defined in order to discuss the effectiveness of input

devices in Section 2.3.2, and later effectively discuss the impact of input devices in

the control-display mapping.

Form Factor: As with all tools, the physical form of the tool can either impede,
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enhance, or suggest interaction. For example, a ball or sphere suggests rotation, and

indeed rotation is quite simple to do. However, as the sphere has no indication of

what orientation you started in and so the sphere would be a difficult input device

to use if precise control of the amount of rotation from the original orientation is

desired. This effect can be mitigated by adding virtual visual cues. It may be further

mitigated if the virtual object itself has a reference point (e. g. the point on an arrow

or cone). When choosing an input device for a particular task, one should keep in

mind whether the form factor impedes or supports the desired task.

Device Persistence: The mouse is a device that persists at the last interaction

point. One can let go of the mouse and at any future point in time can immediately

acquire that last position and continue working. With free floating interaction devices

this is not the case. If you wish to use your hands for some other task, you must

first set the device down and in the process the last point of interaction is lost and

returning to it can be difficult. This is an important factor to consider in tasks where

precise interaction is important such as surgery, or any task that requires a quick

and rapid change between manipulation and discussion with a colleague.

Degree Integration: Degree integration refers to the integration of degrees

of freedom. For example, people have difficulty separating rotation into rotations

around the three individual axes [61]. Devices that integrate all the supported de-

grees of freedom are therefore generally preferred.

Isotonic versus Isometric: An isotonic device is a free moving device where

the position of the device is measured and used as input. An isometric device,

alternatively, measures the amount of force applied. Isometric devices, such as the

joystick, return to an original or nulling point if a force is no longer applied. Isotonic
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free moving devices are typically easier to learn [91], however isometric devices allow

minimal movement to interact in a full space. However, the need for sustained

pressure can increase fatigue.

Input Fidelity: Input fidelity, in this context, consists of device response rate,

as well as tracking precision. For effective 3D interaction, the minimum input device

response rate is approximately 20 hertz or 20 updates per second [86]. Tracking

precision is the measure of how accurately a system can track objects. High end

tracking systems are typically in the centimetre or millimetre precision range. There

often exists a trade off between device response rate and tracking precision. This

is typical in visual based tracking systems, where a highly precise tracking system

is possible, often, at the expense of introducing an unsatisfactory degradation in

response rate.

Absolute versus Relative: An absolute input device when located at the same

physical location (or orientation) results in the exact same control space location

(or orientation). This is then mapped into the display space based on the control-

display mapping. Relative input devices return information that is relative to the

last position or orientation. The typical 2D stylus is a 2D example of an absolute

input device and the mouse is a 2D example of a relative input device.

Tethered versus Wireless:

Traditionally, it was technically simpler and faster to send data over a wire.

Most input devices had a cable attached to the computer, and in effect tethering

them to the computer. The dangling cable(s) can disrupt the sense of immersion

and presence. It is common with HMD systems for an assistant to walk behind the

user and carry the cables to prevent the user from tripping, which is a safety issue
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as well as a disruption to presence. Wireless options are preferable, but they are an

expensive upgrade in most commercial systems.

Type of Tracking Technology:

The three main types of tracking technology are based on detecting magnetic,

audio, or light waves.

Magnetic tracking technology was one of the earliest tracking technologies adopted

by the VR community. The Polhemus® tracking system is an example, but it is

notoriously susceptible to interference by metallic objects in the room including

something as innocuous as jewelry worn by a person. Current high end magnetic

systems such as Ascension’s Flock of Birds® are more robust, but also suffer from

interference from metallic objects.

Acoustic tracking, such as the Intersense IS-900®, typically place ultra-sonic

emitters on the ceiling while a person wears a detector. This dedicates the ceiling to

this emitting technology (i. e. one cannot place a display surface on the ceiling for

a full CAVE). This is because unlike magnetic tracking, acoustic tracking can not

work effectively through walls and screens. However, acoustic detection sensors have

180 degree detection which is a larger angle of detection than vision.

Vision systems work either with the camera/detector in the input device, like the

Nintendo’s Wiimote, or with cameras installed in the environment. Vision systems

work by detecting objects or body position from raw images, sometimes aided by

visual markers, such as Vicon®, or infrared emitters placed on the object or person’s

clothing especially near joints, digits, limbs, top of the head etc. Vision based track-

ing has gained popularity recently as it is possible to construct a tracking system

with commodity digital video camera and computer hardware.
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2.3.2 Types of Input Devices

Zhai [91] distinguishes between three main types of input devices: “flying” mice,

“desktop” devices, and multiple-degrees-of-freedom (multi-DOF) armatures.

“Flying” mice, as the name suggests, are free floating interaction devices, such

as the wand, that are in essence an attempt to replicate the mouse as a 3D input

device. These devices are isotonic absolute input devices that are typically quite easy

to learn and easy to use efficiently [90]. Although, because they are absolute input

devices, they have a fixed input range. To increase the range of interaction, clutching

techniques are introduced; such as pressing a button to disengage the motion of the

input device from motion in the display and then moving the input device back

across the space before reengaging. This has the effect of making the input device a

relative input device. As “flying” mice lack device persistence, they are less suitable

for tasks that require a high degree of precision.

“Desktop” devices are mounted or set on a stationary surface. These devices

are typically self-centering, either because they are isometric or have some elastic

property due to being spring-loaded. One of the benefits of being set on a desktop

surface is device persistence as it is easy to continue again after a break exactly where

one left off. However desktop devices have a longer learning phase than “flying”

mice [90].

Multi-DOF armatures are a less common set of 3D input devices that use a me-

chanical arm to suspend the interaction device in the air. Other than the challenges

that arising because some positions are not possible due to the mechanics of the

armature, interacting with the armature is isotonic and thus easy to learn. Multi-
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DOF armatures do not have to deal with tracking interference, and have high input

fidelity. Depending on armature’s type it may be a persistent device as well. How-

ever due to the physical armature, it can be awkward and tiring to use in certain

positions [91].

2.4 3D Interaction Techniques

This section discusses 3D interaction techniques relevant to this research. I follow

Bowman et al.’s [19] task classification to broadly categorize techniques as they

are applied to tasks in four areas: system control; symbolic input; navigation; and

selection and manipulation. Each is discussed in turn below, with a more in-depth

discussion of the most directly relevant area, namely: selection and manipulation.

2.4.1 System Control

Bowman’s first broad task area, which applies to any computer system, is system

control. No matter how well designed a particular application is, at some point a

person will still need to deal with the underlying system and do such tasks as save a

sketch, load a model, replay a scene, or switch to another application. These type of

tasks are called system control tasks. Too often the default is to overload a 3D input

device and create some sort of “window, icon, menu, pointer” (WIMP) style menu

as a catch all for system control. In contrast, BLUI [21] is an example that clearly

separates system control from actual 3D interaction. In BLUI, system control is done

gesturally, whereas the 3D sculpting is done with the 3D input device. Generally,

system control or interacting with the underlying computer system is separate from
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interacting in the virtual world. However, it may be indirectly affected by the control-

display mapping if it is implemented as interaction within the virtual world such as

floating 3D menus. Readers interested in system control should see Chapter 8 in

3DUI [19].

2.4.2 Symbolic Input

Symbolic input is the second task area from Bowman’s classification. Symbolic

input is the task of communicating symbolic information (text, numbers, scribbles,

and other symbols) to the computer system. This task can be accomplished in a

multitude of ways. For example, it can be done through gesture, through speech, or

with a keyboard. None of these methods are effected by the control-display mapping.

Most methods are not affected by the control display mapping, and thus symbolic

input is only discussed briefly here. Symbolic input is important in our interaction

with a computer system as it is important to be able to annotate what we have done

and accomplished for us or for others to be able to go back to the work later. The

keyboard tends to remain as the fall back input device, but obviously is ill suited

for many 3D applications where a person is walking around freely. There are many

other methods of symbolic input, some with considerable promise for 3D interaction

applications such as the predictive pointing text entry system Dasher [84] and mobile

phone text entry. However as with system control, symbolic control is not generally

affected by the control display mapping.
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2.4.3 Navigation

Navigation consists of two parts: wayfinding — determining where you are and how

to get where you want to go; and travel — the actual method of getting there.

Wayfinding is a cognitive task. As such it is not directly effected by the control-

display mapping. However, if a 3D visual aide is created to assist in this task, inter-

acting with this visual aide will be affected by the control-display mapping. Travel

involves movement through the virtual world and thus is affected by the control-

display mapping. Typically an input device is overloaded with travel, selection, and

manipulation. In fact, travel is often accomplished through a variation of one of the

main selection techniques. For example, one of the simplest and most common trav-

eling techniques is to point in a direction and then invoke an additional command

by pressing a button, making a gesture, or using a voice command. The control-

display mapping directly impacts this method as the person is in control space and

points in a direction in control space that is then mapped into display space. Other

navigational techniques explicitly use the control-display mapping such as World In

Miniature (WIM) [76]. WIM is a technique to allow a person to interact at two

different scales, and thus two different control-display mappings, one locally and

the other in the global overview as represented by the WIM. Although, navigation

is affected by the control-display mapping or directly manipulates it, selection and

manipulation are the most directly affected and are thus discussed in more detail

next.
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2.4.4 Selection and Manipulation

The last task area, selection and manipulation, is the most directly affected by the

control-display mapping because most techniques involve motion in control space

mapped into display space. Selection and manipulation are discussed together as

the act of selecting an object to interact with is the precursor to manipulating that

object. Although manipulation is becoming a broader notion, as more sophisti-

cated interaction techniques are developed, such as techniques to deform objects [35];

here, manipulation consists simply of rotating and positioning the selected object.

Poupyrev and Ichikawa [67] introduced a taxonomy of selection and manipulation

techniques (see Figure 2.10) divided into exocentric and egocentric techniques, where

egocentric is further separated into virtual hand and virtual pointer. The exocen-

tric techniques relate objects and places relative to each other within a broad mental

map. The egocentric techniques relate objects and places relative to a person’s body.

The authors make an important metaphorical distinction between:

a) like touching an object (which they call virtual hand).

b) like pointing to an object (which they call virtual pointer).

One of the goals in 3DI is for a person to feel completely present in the virtual

world. Thus the distinction above is based on the premise: one is in the virtual world

and can act in it like one does in the real physical world. One can touch objects

within reach and point to objects at a distance.

There are several issues with this taxonomy. The first is Poupyrev and Ichikawa’s [67]

use of the terms virtual hand and virtual pointer to label the two distinct interac-

tion styles. Interaction techniques that use the within reach style do not all have a
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Figure 2.10: Poupyrev and Ichikawa’s Interaction Taxonomy (adapted from Figure
3 on page 25 in [67]). VE is an abbreviation for virtual environment

hand as the cursor representation nor does one always interact as if one could grasp

the objects with a virtual hand. The term virtual hand is misleading as it does

not account for techniques that do not use a virtual hand cursor representation nor

interaction style. These include precise single point cursors, point volume cursors,

and direct representations of the input device itself. The term virtual pointer is

ambiguous. The taxonomy authors are referring to interaction techniques that use

the action of pointing and not a cursor point — the precise single point cursor repre-

sentation. Third, when Mine et al. [58] introduced the scaled-world-grab technique,

they argued for the use of proprioception and doing everything relative to one’s own

body, i. e., in a egocentric fashion. Fourth the go-go hand (see 2.5.3) and extended

go-go hand break with the metaphor of touching by extending the reach of a person

beyond what a person could normally touch in the physical world, and so should

probably be in a separate class. Lastly, the one is in the virtual world premise leads

one to ignore the fact that the person is in a physical interactive space distinct from
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the virtual space.

The taxonomy is thus perhaps not as robust as one would prefer, but the distinc-

tion outlined is referred to regularly. Bowman et al. [19] refer to this metaphorical

distinction and call a) direct manipulation and b) interaction by pointing. Direct

manipulation is also an overloaded term, and as such a) will be referred to as the

within reach metaphor and b) as the at a distance metaphor.

2.5 Control-Display Mappings

The mapping between the 3D control space and 3D display space has not been a

common research topic. However the distinct separation between control space and

display space has been known [71] since the early explorations into IVR. In 1983,

Schmandt [71] discusses his attempt to have the control space and display space oc-

cupy the same physical space, which he calls spatial input/display correspondence, by

the use of a half-silvered mirror. He discovered that improper occlusion of the hand

by the 3D image, when the hand should be in front of the 3D object, detrimentally

affects the realism of the virtual 3D scene. Improper occlusion of a person’s hand by

virtual objects, and vice versa, continues to be an issue with projected 3D displays;

and recently Lemmerman and LaViola [50] suggest that manipulated objects should

be slightly offset to avoid this occlusion.

Today there is little discussion of the 3D control-display mapping, but isomor-

phism (Section 2.5.2) and magic techniques (Section 2.5.3) are sufficiently related

to warrant discussion here. Before these are discussed, related 2D control-display

mapping literature is presented.
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2.5.1 2D Control-Display Mappings

The study of the relationship between control and display originates early in the

previous century with the introduction of technology that separated the action from

its effect. Knobs, dials, and sliders were introduced to control things that could

no longer be directly seen, and thus displays were introduced to convey what was

happening. The control-display mapping was discussed with two components: gain

(i. e. scale), and order [48]. All these controls were one dimensional, and so gain was

simply the ratio between how much motion in control was transferred to the effect

or motion in the display. Order, on the other hand, was whether the control affected

the position, velocity or acceleration in the display.

The study of control-display gain [54] (i. e. scale), also referred to as the control-

display ratio [13], was incorporated into 2D HCI quantitative studies. In the HCI

community there is a long tradition of conducting Fitt’s Law based studies and in-

troducing techniques that improve target acquisition, that is, selection. There are a

number of approaches to do this: use expanding targets as a person approaches them,

or conversely increasing the cursor size, like the Bubble Cursor [40] (recently imple-

mented in 3D [81]). An alternative approach, discussed in Semantic Pointing [13],

is to dynamically change the control-display ratio to allow more control around se-

mantically important components in an interface. This is similar to the PRISM [34]

technique discussed below, which applies the same principle to manipulation instead

of selection.

Other studies hinted at the possibility that there is more to control-display map-

ping than simply scale and order. One such study looks at the relative orientation
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between the 2D control space and the 2D display space [88]. Extending this study

of control-display mapping to 2D and then 3D suggests that there are potentially

more components to this relationship than just scale and order (as the 2D orientation

study [88] implies). The next chapter delineates what these other components are,

and formalizes them into a framework.

2.5.2 Isomorphism

There is a train of thought in 3DI, particularly in simulation and training, that

desires to keep 3D interaction as a direct physical correlation or one to one mapping

of motion. This is called isomorphism. Closer investigation shows that the default

direct mapping is likely not a true one-to-one mapping as it ignores the issue of

perspective distortion which leads directly to this thesis work.

The interaction techniques that are considered isomorphic are those that follow

the basic within reach metaphor such as the simple or “classic” virtual hand, single

point cursor, and volume cursor [92]. The extensions (go-go [66] etc.) break from

reality, and are discussed in the next section on magic techniques. The at a distance

interaction techniques are also not considered isomorphic as in the physical world we

do not have Harry Potter’s talents with a wand and people can not point at objects

and levitate them. These latter techniques do not change the 3D control-display

mapping and are thus not discussed here. Interested readers should see Section 5.4.2

starting on page 150 in 3DUI [19].
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2.5.3 Magic

There is an opposing viewpoint in 3DI that argues virtual reality is virtual and does

not have to be directly correlated to the physical world. It is argued that not sticking

to what is physically possible and going beyond into what some call the “magic”

interaction techniques [18] opens up a whole new realm of interaction techniques

and provides the power and potential to create more effective 3D interaction. The

“magic” interaction techniques discussed here are those that change the control-

display mapping. All of them manipulate the scale component of the control-display

mapping.

Go-Go: The Go-go interaction technique [66] is based on the popular cartoon

“Inspector Gadget” who had many different gadgets including gadget arms. To

engage them he would say, “Go go gadget arms”. These gadget arms extended

his reach beyond what he would normally be able to reach. Poupyrev et al.’s [66]

implementation of this technique dynamically changes the scale of a person’s reach

in a non-linear fashion. Within two thirds length of a person’s reach, the system

assumed the person wanted to manipulate objects close at hand and did not change

the scale. In the last third, when a person is extending their arm, it extended the

reach nonlinearly depending on how much the person extended. Similar to Inspector

Gadget’s arms, this technique increases the reach dramatically, but does not always

allow a person to grasp every object in view as it is limited to the extent a person

can reach. The non-linear mapping is still a positional mapping. It simply gives the

person longer arms.

Voodoo Dolls: The voodoo dolls interaction technique [62] is a two-handed
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interaction technique that allows a person to readily interact with objects at multiple

scales. Voodoo dolls uses the non-dominant hand as a reference frame for interaction

done by the dominant hand as is suggested by Guiard and Hinckley et al. [44, 45].

Selection is done by aiming a crosshair at the desired virtual object and pinching the

virtual object between the thumb and forefinger2. Once the virtual object is selected

a duplicate doll is created and scaled to a size that is easy to manipulate. Thus, this

technique allows dynamic change of scale in the control-display mapping to facilitate

manipulation.

Scaled-World-Grab: The scaled-world-grab technique [58] is similar to the go-

go technique in that it extends the reach of a person. The method differs in that

when a person extends their arm, the entire virtual world interactively scales around

the person so that the first virtual object along the vector from the head to the hand

comes within reach of the person. This is an explicit change in the control-display

mapping to allow a person to manipulate any object in view.

PRISM: Precise and Rapid Interaction through Scaled Manipulation (PRISM) [34]

discusses the idea that a person would like to be able to do rough large movements

and small precise manipulations of an object naturally and intuitively. This technique

is the opposite of the above techniques as this technique decreases the control-display

ratio, i. e. scale, to increase precision. To determine whether a person wishes to do

rough large scale manipulation or precise manipulation, the system takes advantage

of the fact that people often quickly make large motions and slow down to do pre-

cise and minute manipulations. Thus, during quick motions the system is a standard

one-to-one scale, but with slow motions the scale is reduced so that a person’s motion

2This is like the “I’m crushing your head!” game that originated in a Kids in the Hall skit [8].
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maps to a smaller motion in the virtual world.

Non-Isomorphic 3D Rotation: Poupyrev et al. [68] is notable because it

explicitly refers to isomorphism and the control-display mapping. They introduce

the first techniques that use rotational scaling. They argue that rotational scaling

could potentially be useful to overcome rotation limitations of the human arm and/or

an input device that does not allow full 360 degree rotation. Rotational scaling differs

from positional scaling in that absolute versus relative input results in potentially

different rotations. With a rigorous mathematical explanation, the authors conclude

that relative input must be used for rotational scaling to be effective. They also

discuss the concept of rotational order, another component of the 3D control-display

mapping, but do not discuss or experiment with it.

All of these “magic” interaction techniques only change the scale component of

the 3D control-display mapping, and only the last method refers to another compo-

nent of the 3D control-display mapping. In the next chapter, this thesis introduces

the other components of the 3D control-display mapping.

2.6 Studying 3D Interaction

There have been numerous 3D interaction studies in the areas of 3D display, 3D in-

put, and 3D interaction techniques: studying 3D perceptual support of 3D displays,

studying the quality and usefulness of 3D input devices, and studying the effective-

ness of 3D interaction techniques. The most relevant results from those studies have

been discussed through this chapter. However, the methodology and evaluative mea-

sures used have not been discussed. The relevant methodological issues are discussed
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in Chapter 4. The evaluative measures are discussed here.

2.6.1 Discussion of Evaluative Measures

Boritz [17] suggests interaction with a computer system should be like successful

and effective conversation. He adapted Grice’s [38] maxims of conversation to the

evaluation of 3D interaction: these adapted maxims of conversation are an interesting

and valid starting point. Boritz’s four adapted maxims are defined as follows:

1) speed – the input action can be performed quickly

2) accuracy – the input action matches what is required

3) conciseness – the input action contains only the information needed

4) felicity – the input action does not put undue physical, mental, or emotional

strain upon the user

In human motor capacity there is a trade-off between speed and accuracy: a

person can achieve high accuracy slowly, or complete a task quickly with less accu-

racy. This trade off is captured in Fitt’s law. Fitt’s law is generally well accepted

within the HCI community. Fitt’s original experimental results discussed a one

dimensional tapping task; however, due to its popularity it has been extended to

2D [52] and 3D [39]. Unsurprisingly, speed and accuracy are common metrics in

many HCI evaluation studies. Felicity, or ease of use, is also often discussed. How-

ever, its implications on speed and accuracy are not always fully considered. To

illustrate the effect felicity can have on speed and accuracy, Boritz discusses Chung’s

head-operated beam targeting [26]. The task in Chung’s study was to find a beam
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direction that cut through a tumor while going through as little surrounding brain

matter. The result of the study indicated that participants avoided positions that

created a large amount of strain on the neck, particularly looking straight up or

down, even when this would be the most effective and accurate beam direction.

Boritz continues with the addition of the maxim of conciseness. He cites “Put

That There” [15] as an example of a project that increased speed, accuracy, and

felicity at the cost of conciseness. In “Put That There”, a six DOF input device

and speech commands are used to do what is in essence a 2D task of placing objects

on a map. Concise communication becomes important when the same idea needs to

repeatedly communicated over and over again. It is common for people to develop

shorthand. For example, in written and verbal communication, experts in a certain

field develop and use jargon to communicate complex ideas concisely. The use of

jargon is concise, accurate, quick, and easy to use for the experts that have learnt it.

Ease of learning is a measure that is not directly included in the four maxims,

and one that Zhai [91] discusses. Zhai’s evaluative criteria are similar to Boritz’s

adapted maxims. He includes speed, accuracy, fatigue (part of felicity), and adds

ease of learning. Ease of learning is a particularly important criterion to keep in

mind with the introduction of jargon. In 3DI, examples of jargon include concise

instructions such as shortcut button combinations and sets of gestures. The overhead

of learning any jargon can be significant. Thus, ease of learning is the fifth maxim

that is balanced against the other four maxims in determining the appropriateness

of any interaction technique for a particular application.

All of these maxims are considered in the study in chapter 4. Although, as is

traditional in HCI, there is more focus on speed and accuracy.



Chapter 3

A Conceptual Framework for 3D Control-Display

Space Mappings

To be able to discuss 3D control-display mappings in a consistent way, this chap-

ter formalizes the discussion by introducing a general framework and mathematical

description that can be used to model and understand such mappings between con-

trol and display space. First, 3D control space, 3D display space, and the mapping

relationship are defined. The framework is then presented as a whole, and each com-

ponent is defined and discussed in turn. The chapter finally addresses the flip and

skew mappings that are used for the study discussed in the next chapter.

3.1 Defining 3D Control-Display Space Mappings

To discuss 3D control-display mappings, first 3D control space and 3D display space

must be defined. Reiterating from Chapter 1, 3D control space is a person’s or

people’s interaction space in the real 3D world, and 3D display space is the virtual

3D display space that this interaction is mapped onto.

A 3D control space can be mapped to a 3D display space in many different ways.

In general, a control-display space mapping can be described as a function, F , that

maps the change in input degrees of freedom (DOF) in control space to a change in

45
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display degrees of freedom in display space:

F : Rn → Rm (3.1)

where n is the DOF of the control space and m is the DOF of the display space. This

varies highly depending on the particular 3D input device capabilities (from 2DOF

such as a mouse, to 6DOF such as a wand).

To begin, lets discuss six degrees of freedom (three positional, and three rota-

tional) in both control and display space, and consider mappings of the form:

F : R6 → R6 (3.2)

The three positional degrees of freedom (x, y, z) are often thought of and mapped

separately from the three rotational degrees of freedom (φ, θ, ψ). Since the study

describes the use of a 3DOF input device for controlling the 3D position of an object,

it is intuitive to start by modifying Equation 3.2 to:

F =


f : R3 → R3 where f is the positional (x, y, z) portion,

g : R3 → R3 and g is the rotation (φ, θ, ψ) portion.

(3.3)

For each of the components in the framework (see Figure 3.1), the mathematical

definition for the positional portion and the rotation portion is in essence the same.

In the next section each component is defined mathematically and discussed in terms

of the positional portion. However, the rotational portion can feel quite different to

a person using it. Thus, when implementing an interaction technique that varies

one or more of the components for the positional portion, one should not automat-

ically apply the same to the rotational degrees of freedom. Therefore, when each
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Figure 3.1: The 3D Control-Display Mapping Framework

component is discussed, if the rotational portion differs in a significant way from the

positional portion it is noted in that section.

3.2 The Components of the Framework

Each of the components in the framework – scale, order, lag, orientation, alignment,

flip, and skew – are discussed here. To illustrate how a component changes the 3D

control-display mapping, this thesis introduces a new set of schematic diagrams.

Figure 3.2 shows an example of the schematic diagrams. This schematic diagram

illustrates the standard mapping from interactive control space to virtual display

space that occurs due to the perspective projection. The thick horizontal line rep-

resents the screen of a vertical display shown looking down on its top edge. In this

example, the interactive control space is shown below the thick display line and the

virtual 3D space is shown above the line. To illustrate the effect of perspective pro-

jection in the default control-display mapping dashed lines are used. In the default

mapping the full interaction space (indicated by the dashed black lines) is mapped

into the perspectively distorted box with blue dashed lines in the display space. The
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Figure 3.2: Schematic illustration of the standard default mapping. The thick hor-
izontal line represents the display surface. Below the line is the interactive control
space, above the line is the virtual display space. The thick dashed line represent the
space users are moving in, both for control space (black) and the mapped interaction
in display space (dark blue). The letters indicate positions of points in control space
and the mapped positions of these points in display space.

letters are used to indicate how specific points are mapped from control to display

space. Notice that points in interactive space shift position and are closer together

at large depth inside the perspective box in display space.

3.2.1 Scale

The control/display ratio [13], also known as control gain [54], defines the scale or

size relationship between control and display space (See Figure 3.3). For example,

linear scale functions are of the form:

f(∆x,∆y,∆z) = (sx∆x, sy∆y, sz∆z, ), si ∈ R (3.4)
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Although it is possible to have different scales for each axis, typically the same scale

is used for all axes (sx = sy = sz). The effect of scale on interaction, as well as

its manipulation, is well understood and has been used previously in a number of

systems. As discussed in section 2.4, examples include techniques such as World in

Miniature (WIM) [76] which allows a user to interact at two different scales, the

Go-Go technique [66], and other scaled metaphors which adjust scale to increase the

range of direct manipulation [62, 58]. Wang and MacKenzie [82] studied the relative

scale of input device, cursor, and target size and noted that a direct one-to-one scale

between all three was easiest to use (si = 1).

(a) Small control space mapped to larger
display space.

(b) Large control space mapped to
smaller display space.

Figure 3.3: Schematic illustration of a small control space movement to a larger
display space movement (like WIM) and vice versa. Notation as in Figure 3.2.

Unlike the positional scale portion, when rotational scale is introduced, it may be

more common and quite beneficial for interaction to scale rotational DOF differently

(sa 6= sb 6= sc). For instance to overcome the rotational limitations of the human hand

and arm, and allow a full 360 degrees, each rotational scale DOF would differ relative
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to the hand/arm axis and the range of physically possible values in that direction.

The benefit and exact mapping would differ highly dependent on the input device.

Poupyrev et al. [68] investigated the potential of rotational scaling. They note that

scaling differs substantially between absolute and relative input. Absolute input

maintains a nulling point, but does not preserve direction when scaled, and relative

input does not maintain a nulling point but preserves direction when scaling [68].

They found that rotational scaling would be appropriate with relative input devices,

particularly those that do not have an obvious neutral point, such as a spherical

input device.

3.2.2 Order

It is also possible to differentiate between mapping the position in control space to

the position, velocity, or acceleration in display space. Poulton [64] describes this

difference as a change in order similar to the convention in physics and derivatives.

For example, a velocity-based function (see Figure 3.4) is a first-order mapping of

the following form:

f(∆x,∆y,∆z) = (
∆x

∆t
,
∆y

∆t
,
∆z

∆t
) (3.5)

A zero-order (position-based) control maps position in control space directly to po-

sition in virtual space. A first-order (velocity-based) control maps position in control

space to the velocity of movement in display space. Lastly, a second-order (acceleration-

based) control maps the position in control space to the acceleration of movement in

display space. Zero-order control is the most common. First-order control is usually

used for an isometric control such as a joystick. Second-order control is normally seen

in racing games that replicate the accelerator on a car or other vehicle. Third-order,
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fourth-order, etc. mappings are mathematically valid and possible, and may be of

use in particular application domains. It is possible to change rotational order (as

mentioned by Poupyrev et al. [68]) but this is an unexplored direction.

Figure 3.4: Schematic illustration of order. A first-order (velocity-based) mapping
of control space to display space

As discussed in Chapter 2 (see Section 2.3), tracking position in control space

is fairly difficult and current commercial tracking systems are expensive. Digital

accelerometers on the other hand are relatively cheap, and thus there are 3D input

devices that measure acceleration instead of position (e. g. the WiiMote). When using

an input device, like the WiiMote, that provides acceleration this above discussion

on order needs to be expanded and reconsidered. For instance, with an acceleration

input device it is simple to use the acceleration data in control space and map it

directly to acceleration in control space. If one wanted to try and use the acceleration

data and obtain positional data or map to position in display space, one would have

to integrate. Since integration commonly involves approximation and results in a set

of solutions, this introduces positional uncertainty.
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3.2.3 Lag

Figure 3.5: Schematic illustration of Lag. Motion in control space at an early time
step on the left is displayed in display space at a later time step on the right

Lag can also occur either because of deficiencies in the input device or can be

artificially introduced, on purpose, into the control-display space mapping. Such a

function would require storage of the data obtained from the input device in the past

(See Figure 3.5). One possible lag function could be as follows:

ht(∆x,∆y,∆z) = (∆x,∆y,∆z)

ft(∆x,∆y,∆z) = ht−L(∆x,∆y,∆z),∃L ∈ positive R (3.6)

Lag is normally thought of as detrimental to interactivity, however in some cases,

such as the presence of visual illusions (e. g. the Induced Roelofs Effect), it has been

thought that the delay may actually improve performance [63].
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Figure 3.6: Schematic illustration of Orientation. A non-standard orientation. The
control space is rotated about the height or y-axis

3.2.4 Orientation

Imagine two or more people are playing a 3D game and are passing the controller

between each other while sitting at different orientations to the screen. The con-

troller should be able to work in each person’s orientation. Orientation refers to the

orientation of the control space with respect to the display space. The entire space

can be rotated by an angle around one of the coordinate axes (See Figure 3.6) or

around an arbitrary axis. For example, a rotation about the z-axis by an angle of α

would have the following control-display function:

f(∆x,∆y,∆z) = (∆x · cosα + ∆y · sinα,∆y · cosα−∆x · sinα,∆z) (3.7)

The effect of orientation has been studied in two dimensions by Wigdor et al. [88],

but the 3D case has not been addressed to date. If the input device is 360 degree

capable in all three rotational DOF then one can correct for the initial positional

orientation by performing a rotation. However positional orientation effects the
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neutral rotation point, and a poor choice for positional orientation could result in

the use of an awkward grip on the input device.

3.2.5 Alignment

(a) Control space and display
space separated by some distance
or aligned at a distance.

(b) Control space and display
space overlap as in some HMD or
Cave setups.

Figure 3.7: Schematic illustration of alignment. Notation as in Figure 3.2.

The distance between the interactive control space and the display space; or

control-display space alignment could be defined as follows:

f(∆x,∆y,∆z) = ∆
→
f +∆

→
o (3.8)

where ∆
→
f= [∆x ∆y ∆z] and ∆

→
o is the vector [(Dx−Cx) (Dy −Cy) (Dz −Cz)]
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where (Dx, Dy, Dz) is the origin of the display space and (Cx, Cy, Cz) is the origin of

the control space. Alignment is usually restricted by the input and output display

hardware and is often implicitly adjusted in the input calibration process. However,

an alignment with a control space and display space that overlap, such as in a

head-mounted display, would likely compliment different interaction techniques than

an alignment where the interaction space is directly in front of a display or an

alignment where the interaction space is at some distance from the display (See

Figure 3.7). Rotational alignment is in essence positional orientation and as such is

already described above.

3.2.6 Flip

The mapping can also flip one of the coordinate axes. Technically, this can be consid-

ered as a subset of scaling, but flipping an axis may affect the user’s understanding

in a profoundly different way than would scaling. For example, a flipping of the

depth axis (sz = −1) would cause the interaction to be like that in a mirror.

Rotational flip is also technically a subset of scaling (e. g. sa = −1). However,

in our everyday lives we have conventions about clockwise and counter-clockwise

rotation. A variety of tools allow us to ”flip” between the two. For instance, we do

not need to think about the general 3D rotation of a ratchet wrench to know the

tool is in clockwise mode. Thus, it may be appropriate to allow flipping to occur

dynamically in some applications.
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3.2.7 Skew

Finally, a skew mapping is a mapping that is rarely considered. For example, analo-

gous to perspective projection of world coordinates to display coordinates, the map-

ping from control to display space may also be subjected to a perspective distortion,

thus spatially skewing the mapping. The control-display mapping function would

be:

f(∆x,∆y,∆z) = M ·∆ →
x (3.9)

where M is the projection matrix and ∆
→
x= [∆x ∆y ∆z 1]T . In typical 3D appli-

cations, the control space is mapped using the same projection matrix as is used for

mapping the world to the display. However, by applying an inverse distortion to the

mapping we can control to what degree the projection distortion is present in the

control-display mapping.

Standard perspective projection does not affect the rotational portion, and as

such, the rotational portion normally would not be considered for variations in skew.

3.3 The Study’s Four Selected Mappings

The last two of the positional mapping types (flip and skew) have not been discussed

in the literature to date. This section will discuss the effects of these mappings in

detail, and derive the four specific mappings examined in this study as special cases

and combinations of these types.

When considering which mappings to explore in depth, metaphors from our ev-

eryday world that might lead to alternate but comprehensible control-display map-

pings have been sought. One choice is to address the issue shown in Figure 3.9 by



57

(a) Alice peering into the mirror. (b) Alice stepping through it.

Figure 3.8: ‘Through the looking glass’ metaphor, from [24].

straightening out the distortion created by the common perspective mapping – an

orthographic interaction in which the display is still in normal perspective but the

control to display mapping is one-on-one for x- and y-movements. The second choice

is to explore a ‘through the looking glass’ metaphor (Figure 3.8), which draws upon a

classic piece of literature “Through the Looking Glass and What Alice Found There”

[24] and from our experiences with mirrors in our everyday lives.

As explained above, the perspective projection often used as a visual effect by

default in rendering also results in a distortion of the control-display mapping. This

distortion causes forward and back motions in physical space to be mapped to per-

spective lines in virtual space. This agrees with the visual representation of the

depth parameter. However, perspective lines move toward the center of the screen,

and as such the cursor has a sideways motion on the screen while in control space the

motion is perpendicular to the display surface. This disagrees with the kinesthetic

representation which would require that a motion forward in real space is mapped
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(a) Starting at the corner of
the interactive space farthest
from the screen, one is inter-
acting near the front of the
perspective box

(b) Interacting somewhere in
the middle

(c) Right up close to the
screen, one is interacting at the
back of the perspective box

(d) Starting at the corner of
the interactive space farthest
from the screen, the cursor ap-
pears directly in front

(e) Closer to the screen, the
cursor begins to veer up and to
the right

(f) Right up close to the
screen, the cursor is quite far
up and to the right

Figure 3.9: Mapping control space to display space: (a), (b), and (c) show a per-
spective display space with a perspective control/display mapping for the interaction.
Note how the corresponding cursor object in display space makes sense within the
box drawn in perspective but when the box cues are removed in (d), (e), and (f) this
mapping is not so obvious. Note: This diagram is reproduced from Chapter 1 for
convenience

to a motion directly forward or orthographically forward in virtual space. A control-

display mapping that uses the perspective distortion originating from the perspective

projection, will be said to be in visual concordance; and a controld-display mapping

that uses an additional inverse perspective distortion to eliminate the effects of the

perspective projection, will be said to be in kinesthetic concordance.

In addition to skew mappings, flip mappings,in particular, the flipping or mir-

roring of the depth dimension (z-axis) seems to be promising since we are used to
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interacting with mirrors in the real world. Thus, it seems natural to examine control-

display mappings that mirror depth, such that a motion toward the screen in control

space is mapped to a mirrored cursor motion toward the front of the scene in the

display space. This mapping can then be compared to the more common mapping

that translates a motion toward the screen in control space to a cursor motion away

from the display surface. This difference is relevant for interaction with large dis-

plays where users are typically able to get close to the screen when interacting with

objects.

The four mappings below are derived by combining the two flip conditions with

the two skew conditions. Perspective mapping is the de facto standard mapping.

Mirrored perspective mapping is the mirrored version of this standard mapping,

where the depth axis is mirrored. Both of these agree with visual concordance. Or-

thographic mapping and mirrored orthographic mapping are the result of eliminating

the mapping distortion caused by perspective projection and its mirrored version,

both of which represent kinesthetic concordance.

These alternative control-display mappings have not been implemented before.

For the default mapping (i. e. perspective mapping) one can use the built-in rendering

system as is. As each mapping is described in the next sections, the implementation

details necessary to implement each mapping is briefly noted.

3.3.1 Perspective and Mirrored Perspective Mapping

Figure 3.10(a) shows a schematic view of the standard mapping from interactive

control space to virtual display space that occurs due to the perspective projection.

The letters are used to indicate how specific points are mapped from control to
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(a) Perspective skew mapping/visual
concordance.

(b) Mirrored perspective skew map-
ping/mirrored visual concordance.

Figure 3.10: Schematic illustration of the perspective and mirrored perspective map-
ping.

display space due to skew and flip differences between the mappings. Notice that

points in interactive space shift position and are closer together at large depth inside

the perspective box.

Figure 3.10(b) shows the standard mapping mirrored in the z-direction. Notice

that the points in interactive space are still all inside the perspective box, but that

symbols and positions are now mirrored. A point near the screen in real space is

now close to the screen in virtual space.

Implementation Notes

High-end tracking systems have their own calibration system that allows one to

map physical real world coordinates to match the virtual coordinates in supported
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graphics systems (e. g. OpenGL, DirectX, Java3D, etc.). If one implements a track-

ing system, as was done for this thesis, careful calibration is necessary to convert

tracking system coordinates to graphics system coordinates. In the calibration pro-

cess, a choice for the positional alignment between control and display space is set.

Although, if desired, the alignment could be modified programmatically at any time.

In the thesis implementation the control and display space are aligned so they meet

at the screen. To modify the 3D control-display mapping, the dimensions of the

control volume and the display volume must be known. Further, one needs to know

the location of each volume in the respective coordinate system.

Once this calibration has occurred, the perspective mapping is constructed using

the built-in rendering system. For the mirrored perspective mapping one needs to

flip a point in the depth axis. To do this one needs the depth coordinate of the point

in control space (pz), the depth coordinate of the near side of the display volume

(nz), and the length of the display volume’s depth dimension (vz). Let mz be the

new mirrored point, then:

mz = nz + vz − (pz − nz) = 2nz + vz − pz (3.10)

3.3.2 Orthographic and Mirrored Orthographic Mapping

Figure 3.11(a) demonstrates that, through an additional inverse perspective distor-

tion the effect of the perspective projection is removed, resulting in an undistorted

mapping from control to display space. The points in interactive space are now

mapped directly or orthographically into virtual space (note: everything in the dis-

play is still drawn in perspective projection, this inverse perspective distortion only
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(a) Orthographic skew map-
ping/kinesthetic concordance.

(b) Mirrored orthographic skew map-
ping/mirrored kinesthetic concordance.

Figure 3.11: Schematic illustration of the orthographic and mirrored orthographic
mapping. Notation as in Figure 3.2.

effects the resulting location of interaction mapped into the virtual display space).

Notice that perpendicular motions in control space (from R to P) now also map to

perpendicular motions to the display surface in display space, which matches the

kinesthetic model. This also has the effect that the virtual cursor is always directly

in front of the physical cursor. Finally notice that the perspective reference box in

virtual space now also maps back to a perspective box in interactive space.

In Figure 3.11(b) an additional mirroring is applied to the z-axis, resulting in

a mirrored orthographic mapping. Notice that motion paths perpendicular to the

display surface in control space still map to motion paths perpendicular to the display

surface in display space. However, they are mirrored at the screen surface such that
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points close to the screen in interactive space are close to the screen in display space.

Implementation Notes

The orthographic mapping applies an inverse perspective distortion to cancel the

effect of the perspective projection. If one knows the skew matrix M , one can cal-

culate M−1. Then simply before rendering, one multiplies the point by this inverse

matrix. Alternatively, as was done in this thesis, one can use gluUnProject() in

OpenGL, which is a function that takes the physical 2D screen coordinates, and a

z-buffer coordinate and recovers the virtual world coordinates. To use this function,

one must determine these screen coordinates xscreen, yscreen and the z-buffer coordi-

nate zbuffer, and then one applies gluUnProject() before rendering. To determine

the screen coordinates, points are first projected using gluProject(). One can then

calculate the screen coordinates using the newly projected coordinates x, y, z, the

known coordinates of the screen edges xleftedge, ybottomedge, the display volume width

and height wdisplay, hdisplay, and the screen width and height wscreen, hscreen.

xscreen = ((x− xleftedge)/wdisplay) ∗ wscreen (3.11)

yscreen = ((y − ybottomedge)/hdisplay) ∗ hscreen (3.12)

To calculate the z-buffer coordinate the following z-buffer formula is used:

zbuffer = (1− near/(−z))/(1− near/far) (3.13)

For the mirrored orthographic mapping, one first applies axis flipping, then one

applies the inverse perspective distortion.



Chapter 4

Study

In this chapter, the evaluative study that was conducted to investigate some of

the unexplored possibilities suggested in the control-display mapping framework de-

scribed in Chapter 3 is discussed. This chapter begins with the motivation to conduct

the study, followed by the study design. It continues by describing the experiment:

the participants, the apparatus, the procedure, and data collection. The study re-

sults are then presented and the chapter concludes with a discussion of the findings.

4.1 Motivation

In this study of possible alternative 3D control-display mappings, the effects of mod-

ifying the flip and skew components in the 3D control-display mapping are investi-

gated. The reasons are as follows:

1) Although 3D interaction is a mature field, people still have difficulty interacting

in computer-mediated 3D.

2) The control space is commonly mapped directly into a perspectively distorted

display space without much thought on the effect this distortion may have on

interacting in 3D.

3) Previously, only variations in scale have been explored. The effect of flipping

axes have not been investigated. Likewise, other than the default perspective

64
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skew that results from mapping directly into a perspectively distorted display

space, the effect of other skews have not been investigated.

4) To see if familiarity with mirrors translates into effective 3D interaction.

5) To see if decoupling the visual perspective distortion from the interactive map-

ping produces intuitive 3D interaction.

4.2 Study Design

Although the 3D control-display mapping framework applies to 3D interaction in

general, this study specifically looks at selection in the within reach metaphor (as

defined in Section 2.4.4). The tasks (see section 4.5) reflect this and are based upon

the most common study selection tasks, namely a point or volume location target

[16, 17, 39]. A point selection task involves simply selecting a point by placing a

cursor at that point. A volume is the same, except one places the cursor within the

volume. Fitt’s Law is a well accepted model of point or area selection, has been

studied extensively in 2D, and extended to 3D [39]. In the tradition of Fitt’s Law

studies, two of the tasks are based on the 2D multi-directional tapping task described

in the International Organization for Standardization’s (ISO) Standard 9241 Part 9

[74] (See Figure 4.1).

The goal of this study is to investigate people’s performance as a result of differ-

ences in skew and flip, so all other components described in the 3D control-display

mapping framework remain constant. Since mirrored mapping is of interest, in par-

ticular, when users interact close to the surface of the screen, the distance (alignment)

between control and display space is kept to zero (i. e. the control and display touch
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Figure 4.1: The 2D multi-directional tapping task described in ISO Standard 9241
Part 9 [74]. In this task, participants tap a series of circular targets which are
placed on a larger circle. A participant starts at the circle at the top labeled 25,
and then taps 1, and then 2, and so on, crisscrossing over the whole large circle. In
the experiment targets are not numbered, instead the next target is highlighted with
cross and potentially a different colour to clearly indicate which target is next. The
idea is that the experiment controls for direction. The 3D variations used in this
study add a variable height, or rising pillars to create the third dimension.

each other, but do not overlap). The lag component is not artificially increased and

any minimal lag present is due to the tracking system. A scale factor of 1 for all

axes and a position-based control are used.

A 2 (flip: mirrored, non-mirrored) × 2 (skew: perspective, orthographic) within-

subjects design was used resulting in a total of four mappings.
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4.3 Participants

Twenty-four people (13 male, 11 female) participated in the study, recruited through

e-mail, the departmental “notice of the day”, and word of mouth. Four of the partici-

pants were left-handed and the remaining 20 were right-handed. All were experienced

computer users. Six used computers 5-15 hours a week and six used computers 15-

35 hours a week while the other twelve used computers more than 35 hours a week.

Fifteen participants reported having little to no previous 3D gaming/graphics ex-

perience (novice users) and nine reported having moderate to a lot of previous 3D

gaming/graphics experience (experienced users). The participants included first year

undergraduate computer science students, graduate computer science students, com-

puter science alumni, new media artists, and computer gamers.

4.4 Apparatus

The display used for all four tasks was a 1024 × 768 pixels, 73.3 cm × 55.0 cm wall

display. In all cases, the graphics that created the virtual 3D display space formed

a perspective grid representing five walls of a virtual room with lighting as an ad-

ditional depth cue (see Figure 4.2). Participants were able to control a 3D cursor

using a tracked light pen in the 73.3 cm× 55.0 cm × 55.0 cm volume directly in front

of the display. Participants were given the option to sit, but all chose to stand

throughout all trials. The pen was tracked using vision algorithms and input from

two cameras mounted directly above the control space. Infrared filters were used to

detect the near infrared light from the pen light (non-LED). Two computers were

used in the experiment: one to capture movement via the two cameras and trans-
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mit the captured movement data to a second (main) computer, which controlled

the display environment. According to the four studied mappings (non-mirrored

perspective, mirrored perspective, non-mirrored orthographic, and mirrored ortho-

graphic), movement in the control space was mapped to the movement of a cursor

in the display space. The cursor was represented at a one-to-one scale (as suggested

by Wang et al. [82]) in the display space as a cylinder texture-mapped with an im-

age of the light pen. Crosshairs have been used previously in 3D selection studies

[39]. In this study crosshairs extending to each wall of the display space are used as

additional feedback for the position of the cursor. The input used was an absolute

indirect untethered tracking device.

4.5 Procedure

Before beginning to interact with the system, participants were asked to complete

a short questionnaire to collect some demographics. For each mapping, participants

performed four tasks in the same order, followed by a break task (see Table 4.1). After

the break task, the participant was asked to fill out a questionnaire to garner feedback

about the particular mapping they had just used. After all tasks were completed in

all four mappings a participant was asked to complete an overall questionnaire to

garner commentary and comparisons of the mappings. The order of mappings was

different for every participant, so that all 24 possible orderings were each used exactly

once. This exhaustive set is a control for order. At the beginning of the experiment

the experimenter demonstrated how to interact with the system and suggested how a

person could hold the input device. However, the experimenter did not specify that
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Step Mapping Task
1 1 Grid
2 1 Static ISO
3 1 Moving ISO
4 1 Photo Box
5 Break Task
6 2 Grid
7 2 Static ISO
8 2 Moving ISO
9 2 Photo Box
10 Break Task
11 3 Grid
12 3 Static ISO
13 3 Moving ISO
14 3 Photo Box
15 Break Task
16 4 Grid
17 4 Static ISO
18 4 Moving ISO
19 4 Photo Box
20 Break Task

Table 4.1: The order in which tasks were done by participants.

a person must hold it a certain way, nor did the experimenter correct participants.

Before each mapping was used, the experimenter demonstrated the mapping to the

participant.

First Task—Grid Task: For the Grid Task each participant was asked to tap

a sequence of 13 orange squares on the checkerboard walls with the bottom1 of the

light cursor. A single orange square would appear at a time in a grid section of the

alternating gray grid on the walls of the room (see Figure 4.2). An orange square

could be tapped by placing the cursor within an invisible rectangular volume that

extended slightly below and above the surface of the orange square.

Second Task—Static ISO Standard Task: Inspired by the multi-directional

1The choice between whether to use the top or bottom of the light cursor was based on the fact
that using the bottom allowed for better tracker accuracy.
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Figure 4.2: Grid Task. Participants were asked to tap orange squares that appeared
on the checkerboard walls with the bottom of the blue light cursor.

tapping task described in the ISO Standard 9241 Part 9 [74], participants were asked

to tap the top center of cylinders placed on a circle. To indicate which cylinder was

next, the cylinder would pop up to a random height with a crosshair on the top (see

Figure 4.3). To successfully tap the top of the cylinder, the cursor point had to be

within a minimal spherical distance from the center of the crosshair on the cylinder.

Third Task—Moving ISO Standard Task: This task is similar to the pre-

vious task, except that instead of a pillar popping up to a random height, it would

rise slowly from the floor, creating a moving target.
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Figure 4.3: Static or Moving ISO Task. Participants were asked to tap the top of
the raised cylinder with the bottom of the light cursor. The cylinders that were to
be tapped were either not moving (Static ISO Task) or slowly rising from the ground
(Moving ISO Task).

Fourth Task—Photo Box Task: In this task a set of image cubes were ran-

domly placed on the floor (bottom) of the virtual room. As a slight change from

the previous tasks, participants were asked to sort the image cubes into whether

they thought the image cube had an inorganic or an organic image upon it (see

Figure 4.4). They would do this by picking up the cube and placing it either on a

blue mat or green mat at the front of the virtual room.

Break Task—Sketch Task: This task was intended as a break between sets of

tasks, in order to rest the arm of the participant, as well as to garner feedback on
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Figure 4.4: Photo box task. Participants were asked to sort the textured cubes into
those showing inorganic or organic images and according to this decision place them
on either of the two colored mats at the front of the virtual room.

the schematic control-display diagrams. To garner this feedback, the experimenter

drew out a sketch of the schematic control-display and explained each part as it

was drawn: the interaction (control) space, the screen, the virtual room, the space

behind the walls, and two points in interaction (control) space. Participants were

then asked to draw the location of two points in the the virtual (display) space, that

correspond to the two indicated points in interaction (control) space.
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4.6 Data Collection

Each session was video recorded to capture the motion of the user, but also to

capture audio comments from the participants as they were using the system. The

system logged the virtual tracker motion, as well as any events that occurred (e. g.,

picking up a box or tapping a cylinder). Questionnaires were also used before the

interaction began, after each break task, and at the end of the study to gather

demographics, preference statistics, and open comments. Thus, our assessment is

based on both quantitative data (with the caveat of the limitations discussed in

Section 4.7) and qualitative data collected during the experiments and afterward

with the questionnaires.

In the grid task, static ISO task, and the moving ISO Task, the small volume

around the target used as the selection mechanism sets a specific accuracy. Thus the

completion times used are a combined speed and accuracy measure. This is similar

to the combined speed and accuracy measure, throughput, discussed alongside the

ISO standard test [53, 74].

4.7 Results

An exploratory study is undertaken with a small sample of 24 participants drawn

primarily from computer science students and alumni. Definitive conclusion cannot

be made from this study because it is based on a small non-random sample, and

differences seen in this sample may not be statistically significant. The quantitative

results reported here provide useful insights and a larger study might substantiate

the trends and findings found in this section but it is impossible to make conclusive
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statistical findings based on our small non-random study. However, it is important

to note that the results are interesting and provide substantial evidence that further,

more detailed study and analysis is merited.

A 2 (flip: mirrored, non-mirrored) × 2 (skew: perspective, orthographic) within-

subjects factorial analysis of variance (ANOVA) [79] was performed on the task

completion times for the grid task and both ISO tasks. Previous 3D interaction

studies with a small sample size [29, 32, 75, 78], have defined ”significance” to be

at a p value less than 0.05 while values above this but less than 0.10 are considered

marginal. We will adopt this terminology here when appropriate but it is important

to note that these values are arbitrary and will need to be validated with a future

study.

4.7.1 Grid Task

There was a significant mirrored versus non-mirrored effect in the grid task (F1,23 =

13.1, p = .001) and a marginal effect of orthographic versus perspective (F1,23 = 3.3,

p = .08). The interaction was not significant (F1,23 = 1.1, p = .30). Participants

performed the task more quickly when the mapping was not mirrored (M = 8.57s,

SD = 3.28s) than when it was (M = 10.69s, SD = 4.03 s). Participants performed

the grid task more quickly in the orthographic mappings (M = 9.18s, SD = 3.70s)

than in the perspective mappings (M = 10.07s, SD = 3.90s). Figure 4.5 and Table

4.2 show the mean task completion times for each mapping.
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Figure 4.5: Grid Task: mean task completion times for the grid task. The mirrored
mappings were slower than the non-mirrored and the orthographic mappings were
faster than the perspective mappings. There was no interaction between mirrored
versus non-mirrored; and orthographic versus perspective.

4.7.2 Static ISO Task

For the static ISO task, there was a noteworthy mirrored versus non-mirrored effect

(F1,23 = 5.5, p = .03). There also were differences between orthographic versus

perspective effect (F1,23 = 6.0, p = .02) and some distinction in the interaction

(F1,23 = 3.4, p = .08). Post-hoc analysis revealed that, in the non-mirrored case, the

difference between orthographic and perspective was not a factor (p = .68), but for

the mirrored case, participants performed faster with the perspective than with the

orthographic (p = .01). Figure 4.6 and Table 4.2 show the mean task completion

times for each mapping.



76

0

2

4

6

8

10

12

14

16

Non-Mirrored Mirrored

M
e

a
n

 T
im

e
 (

s
)

Orthographic

Perspective

Figure 4.6: Static ISO Task: mean task completion times for the static ISO task.
The mirrored orthographic mapping was slower than the non-mirrored orthographic,
non-mirrored perspective, and the mirrored perspective mappings.

4.7.3 Moving ISO Task

There were notable differences between mirrored and non-mirrored effects in the

moving ISO task (F1,23 = 15.5, p = 0.001). Participants completed the task more

quickly when using a non-mirrored mapping (M = 6.28s, SD = 1.58s) than when

using a mirrored mapping (M = 7.96s, SD = 2.72s). There was no orthographic

versus perspective effect (F1,23 = 0.1, p = .76) and no interaction (F1,23 = 0.4,

p = .54). Figure 4.7 and Table 4.2 show the mean task completion times for each

mapping.
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Figure 4.7: Moving ISO Task: mean task completion times for the moving ISO task.
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no orthographic versus perspective effect.
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4.7.4 Photo Box Task

The Photo Box Task was a simple manipulation task where the participant had

to think about something different instead of simply selecting and moving to the

next target. Participants chose which photobox to pick up first, whether to pick

up a photobox at all, and whether to pick up a photobox multiple times. Thus,

mean completion time is not an appropriate statistic to measure. Instead, this open

ended task was intended to elicit more comments and to check whether participants’

strategies changed when not explicitly thinking about selection of targets. Com-

ments collected during this time are discussed in the quotes section below, and a

participant’s strategy did not appear to differ from the other tasks. Participants

that did well in a particular mapping in the other tasks did well in the mapping in

the photo box task. Participants who were having difficulty with a mapping in the

other tasks, similarly, also had difficulty in the photo box task and used consistent

strategy throughout the tasks.

4.7.5 Subjective Preference

After completing all the tasks in all four mappings participants were asked to rank

the four mappings in order of preference (see Figure 4.8). Participants showed a

clear preference for the non-mirrored mappings (92% first, 83% second, 8% third,

17% fourth). Most participants chose the non-mirrored orthographic mapping as

their first choice (58%) followed by the non-mirrored perspective (33%) and the two

mirrored mappings were each chosen as first by only one participant.
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Figure 4.8: Overall mapping preference ranking: participants were asked to order
the mappings from most preferred (first) to least preferred (last).

4.7.6 Trajectory Traces

From the logged data it is possible to reconstruct and trace the path that partici-

pants took between target points. Typically these trajectories show that participants

generally had little difficulty going from one target to the next and took an almost

direct path to get there. However, in every mapping, almost all participants would

at some point have difficulty tapping a target. Some participants consistently were

more direct in both non-mirrored mappings, others in both orthographic mappings,

and still others in both perspective mappings. However, even in the mappings a par-

ticular participant was most direct in, he/she would have difficulties which seemed

to appear at random times and for all tasks.

In each of the trajectory trace Figures (4.9 to 4.12), based on example data of

difficulty in each mapping, two orthogonally rendered views are shown, one from the
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front and one from the side of the trajectory a participant took between two targets.

The orthogonal rendering allows us to look at x-y-projection in the front view and

y-z-projection in the side view. The target is circled in red.

In Figure 4.9 an example of difficulty in the non-mirrored orthogonal mapping is

shown. The participant quickly and directly goes to approximately the right location

and then has difficulty in the depth dimension z and some difficulty in the horizontal

dimension x.

(a) Front view. (b) Side view.

Figure 4.9: Trace between two targets in orthographic mapping. Notice the amount
of motion around the target, particularly in the z-direction.

In the example trajectory in Figure 4.10 of the non-mirrored perspective mapping,

a participant gets close to the target and then has a lot of movement in z and y just

above the target before they can orientate themselves again and move directly down

to the target.

In the mirrored cases Figures 4.11 and 4.12, from the front view it appears the

participant goes almost directly there with some adjustment in y, but in the side
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(a) Front view. (b) Side view.

Figure 4.10: Trace between two targets in perspective mapping. Notice that the user
becomes lost in depth slightly above the target.

views one can notice that the participant is in fact having considerable difficulty with

the depth dimension z.

4.7.7 Quotes

Participants had a wide variety of responses to the differences in mappings. Gen-

erally as reflected in the ratings above (see Section 4.7.5), mirrored mappings gave

participants the most difficulty: “The A and B [non-mirrored] seemed more user-

friendly, and the C and D [mirrored] seemed counteractive to my visual way of spatial

sorting.” Some participants therefore strongly disliked it, “Damned mirrored!,” oth-

ers enjoyed this challenge, “kinda fun because challenging” (mirrored perspective),

“I liked the other [non-mirrored] method better but this one [mirrored] I got more of

a sense of accomplishment once I grasped it!” However, a few users in fact did better

in and preferred the mirrored mappings. A novice user wrote “[I am] used to mirror

image interaction, because [I am] used to seeing objects move away when moving
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(a) Front view. (b) Side view.

Figure 4.11: Trace between two targets in mirrored orthographic mapping. Notice
the amount of motion in y- and z-direction.

object/cursor closer to me.” Others noted caveats and cases where they thought the

mirrored interaction would be useful. “In [the] second and third task [ISO tasks]

iteration techniques C and D [mirrored] are also easy to use [larger object near the

screen]. However A and B feels more natural.” (The person who said this did bet-

ter in the mirrored cases for the static ISO task). “The mirrored tasks were more

difficult but when the input wasn’t mirrored my interactions occluded the display.”

In terms of the skew (perspective; orthographic) differences between the mappings

most participants had less to say: “To be honest I couldn’t really tell the difference

from the previous method” (referring to the two non-mirrored cases). However,

some participants—in particular participants with a lot of 3D gaming experience—

preferred perspective mapping: “I preferred to have the cursor move in relation to the

box” (i. e., perspective; an experienced gamer). This particular comment could mean

that the participant preferred the interaction and the visual cues to be consistent.
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(a) Front view. (b) Side view.

Figure 4.12: Trace between two targets in mirrored perspective mapping. Notice the
depth confusion.

Others, usually novices, stated a preference for orthographic mapping: “intuitive,

felt very much like using a mouse,” “felt the most natural.”

4.8 Discussion

First, strengths and limitations of the study are discussed to set the context of the

statistical results. Following this, each result section is discussed in turn, and then

a summary discussion is presented.

4.8.1 Strengths and Limitations

As an exploratory study, the sample consisted of 24 participants. Statistically, when

the sample size is small, significance that does exist is less likely to appear as stas-

tically significant in statistical tests. Significance that does show is likely (not guar-

anteed) to appear more strongly in a large sample size. This last statement depends
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on the sample being a random sample. In this study, the sample consists mostly of

computer science students and alumni. As such, it does not constitute a random

sample of computer literate people, nor the larger world. The most probable bias

in the sample would be towards the non-mirrored perspective mapping as it is the

default mapping and regularly used when something is projected in 3D computer

applications and 3D computer games. Yet, this bias is not noticeably evident in the

results.

As many depth cues as possible were included, however these were all perspec-

tive depth cues. This created an interaction space that is similar to previous 3D

interaction research. Thus, the many perspective visual cues support the standard

non-mirrored perspective mapping. These visual cues are not only present when

interacting in the non-mirrored perspective condition, but also for the three alterna-

tive mappings as well. It would be expected that these perspective visual cues would

further favour the non-mirrored perspective mapping but this was not seen.

In all three tasks that were statistically analyzed, the participant mean times

varied widely both within an individual and between individuals. In terms of in-

dividual variance, occasionally participants had difficulty with a selection in what

was usually their best mapping. Sometimes, the opposite was true: a person would

easily selected a target when overall they had difficulty in that mapping. In terms

of variance between individuals, people performed quite differently in the different

mappings. That is, some participants consistently performed better in particular

mappings in all tasks. Some performed best in both non-mirrored mappings. How-

ever, a few performed best in both mirrored mappings. Others performed best in

both the orthographic mappings and, likewise, some other participants performed
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best in both the perspective mappings. A few did well in three of the four mappings.

This large variance raises the question as to whether the differences seen would have

any practical significance.

4.8.2 Grid Task Completion Time

The Grid task was the first task that participants did and there was no practice

time or practice task. This allowed observation of first reaction to the three more

unusual mappings. In particular, this is true for the mirrored mapping. Since to our

knowledge virtual mirrored spaces have not previously been created, this would be

the first experience of mirrored mappings for all participants. Orthographic projec-

tions are relatively unusual but are occasionally in use, while perspective mappings

are the default for 3D virtual worlds. Thus, for the new alternate mappings, this

was the first encounter for the participants. Not surprisingly this first encounter

with the mirrored mappings, without visual support, did not make as much sense

as non-mirrored mappings for the participants. However, in the experimentation

undertaken, the variation is the highest of all the tasks, indicating potentially little

or no practical significance. That is, participants varied widely in performance. In

fact, some participants consistently performed better in the mirrored mappings than

in the non-mirrored mappings.

The differences detected between orthographic and perspective is the first indi-

cation that further investigation is needed to determine whether the non-mirrored

orthographic mapping, which is in kinesthetic concordance (matches our internal

body’s sense of where objects should be), may be more appropriate for completely

novice users and walk-up-and-use scenarios. Another thing to consider is that this
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is the only task that had the participant interact within the outer edges of the

display volume where the perspective distortion has the most effect, and thus the

non-distorted orthographic mapping may have the most beneficial impact.

4.8.3 Static ISO Task Completion Time

As the second task a participant had some minimal experience interacting with the

system. What is most surprising and interesting is there is no significant difference

between one of the mirrored mappings (the perspective mirrored mapping) and both

of the non-mirrored mappings. This is a promising indicator that exploration of

mirrored spaces is viable. It is uncertain what causes the discrepancy in performance

between the mirrored orthographic and mirrored perspective mappings. However,

it is possible that this difference lies in the fact that in our daily use of mirrors we

are used to relying on visual cues. Although there were no mirrored visual cues, the

perspective cues, particularly the strong gridlines, may have guided and assisted the

participant in the mirrored perspective mapping.

4.8.4 Moving ISO Task Completion Time

Selection of moving targets is quite different from a static selection [48]. The lack

of a significant orthographic versus perspective effect may be because this is the

third task and perspective has been learned, or perhaps because moving target ac-

quisition makes the perspective/orthographic changes less relevant. The difference

between mirrored and non-mirrored mappings is distinctly less than in the first task.

This might suggest moving target selection is a different type of activity, or that

participants are learning and improving more in the mirrored mappings than in the
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non-mirrored mappings and, with more time, participants might perform equally

well in the mirrored mappings.

4.8.5 Personal Preference

Participants had clear personal preferences and, surprisingly, most participants pre-

ferred the orthographic mapping and not the de facto perspective mapping. In fact,

there is a strong positive correlation between novice users and the orthographic map-

ping preference in our small sample size. As well, the de facto perspective mapping

was the least preferred for 3 of the 24 participants. Notice also, that for the num-

ber of people (8) that chose perspective mapping as their most preferred mapping

first, an equal number chose orthographic mapping as their second most preferred

mapping. The mirrored mappings were generally least preferred and this reflects

the completion time results. Similarly, as a reflection of poorer performance in the

mirrored orthographic mapping in the second task, the mirrored perspective was

preferred over the mirrored orthographic.

4.8.6 Trajectory Traces

The example trajectory traces shown above demonstrate examples of particular in-

stances where participants had difficulty in each of the mappings. The mapping in

which a particular participant performed best is most often correlated with the case

when he/she moved directly to the target. However, even in this best mapping, the

participant would have at least one trace that indicated quite a bit of difficulty. As

in previous 3D interaction studies [39, 89], participants had the most difficulty in the

depth dimension (z). A participant’s accuracy was generally high in x and y, how-
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ever, when a participant was having difficulty selecting a particular target, he/she

would be observed to have larger motion in all directions, thus likely decreasing

accuracy in x and y in these instances.

4.8.7 Quotes

The quotes, in Section 4.7.7, show the diversity in responses to the various mappings.

The mirrored mappings were disliked by some, others enjoyed it (even though they

thought it was challenging), and a couple novice users strongly preferred it. Some

saw the benefit of using a mirrored display in specific cases or pointed out caveats.

The differences between orthographic and perspective were less noticed by partici-

pants. Though, there appears to be a split between those with a lot of previous 3D

experience (who have a lot of previous experience in the perspective mapping and

may be biased due to familiarity) and novice users who felt more at home with the

orthographic mapping.

4.8.8 Interaction Style and Strategies

A goal of the study was to observe people understanding and coping with the 3D,

and the effect of the mappings, in whatever way made sense to them, or using

their own natural process. Each person had a slightly different interaction style

and strategy. Some would switch hands to be able to tap targets in the opposite

left and right corners. A few with a fair bit of 3D gaming experience made direct

movements to roughly where the target was and then made quick jagged movements

around the target. Others, in particular novice participants, used a more precise,

slower, and deliberate motion. Interestingly, a few would occasionally separate the



90

motion, moving distinctly between the x, y, and z directions. Lastly, one interesting

technique in the moving ISO task was to position the cursor above a pillar and wait

for the pillar to rise and meet the cursor. Although most participants who tried this

technique realized that it is slow and thus did not use it often.

4.8.9 Summary Discussion

The results of the study indicate that all examined mappings are viable and pos-

sible alternatives when compared to the de facto standard of perspective mapping.

They also show how adaptable humans are to change in control-display mappings

and conflict between the visual and sensory-motor models, as previous work sug-

gests [23]. The remarks given by the participants and the ranking results suggest

that participants have clear personal mapping preferences and that the standard

mapping is not necessarily their preferred first choice. The mean completion times

show a noteworthy difference between mirrored and non-mirrored mappings for both

the grid and moving ISO task, and for one of the mirrored mappings in the static

ISO task. However, for all tasks the variation in mean times is high relative to the

actual difference in means, indicating a small practical significance of the effect. The

trace analysis indicates that participants had difficulties in all mappings, even in the

mappings in which they performed best. Most of these problems occurred in the

depth dimension (z) as was to be expected from previous study results [39, 89] but

were generally quite accurate in x and y, especially in the ISO tasks. When they

had difficulty in z they attempted to adjust, likely causing the observed increased

motion and difficulty in height (y) and from time to time in width (x) as well.

Although throughout this study, a perspective box with a grid pattern was used
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to provide a strong perspective depth cue, in all cases the performance in the ortho-

graphic mapping was not meaningfully worse than the perspective mapping. This

and the fact that the orthographic mapping was the favourite mapping of the ma-

jority of participants is surprising since most 3D rendering and interaction uses per-

spective projection. It remains to be seen whether a lack of such strong perspective

cues or the addition of other depth cues would support the de facto standard per-

spective mapping or whether orthographic mapping and other skew variations might

be more appropriate as the default. The mirrored interactions are new and had no

visual support at all in the rendering system (though the perspective component of

the mirrored perspective mapping is supported), so they may be even more viable

than they appear in this study if appropriate visual support and visual cues were

added. Before mirrored visual support can be added research into what would be

effective visual support of mirrored mappings would need to be conducted. This

open question requires further research.

The differences between results in the different tasks suggest that either certain

mappings may be more appropriate for certain tasks or that there is a learning

effect. In the first task (grid) participants did best in the non-mirrored orthographic

mapping. When reaching the third task (moving ISO) the variation was reduced to

a minimum. This could suggest that the non-mirrored orthographic mapping is the

easiest to use for the majority of people, and warrants further study. In non-mirrored

perspective mapping the grid task was completed slightly slower, in particular for

novice users. Even with the visual cues supporting it, participants do approximately

as well as when using the non-mirrored orthographic mapping in the moving ISO task.

In fact, the visual support for perspective is counterproductive for the orthographic



92

mapping, as the cursor could move behind the perspective walls, and one would think

that this would be detrimental to performance in the orthographic mapping. Perhaps

the most surprising result is that performance in the mirrored mappings, which have

no visual support, improves from the grid task to the moving ISO task and that this

improvement is larger than in the non-mirrored mappings. If visual cues to support

the mirrored mappings were introduced, it may be that these mappings are even

more viable than they appear in this study.



Chapter 5

Conclusion and Future Work

This chapter concludes the thesis by summarizing the research contributions of this

work. In the first section, the thesis problems identified in Chapter 1 are reiterated.

The next section reiterates the thesis goals, describes the research contributions, and

how they address the research goals. Finally, the chapter concludes with suggested

future directions.

5.1 Thesis Problems

In Chapter 1, three thesis problems related to 3D Control-Display Mappings were

outlined:

1) What are the components of 3D Control-Display Mappings? To date,

3D Control-Display Mappings have only been discussed in terms of control-

display gain or scale. What are the other components of this relationship?

2) Can the components of 3D Control-Display Mappings be formal-

ized? Is there a way to frame and capture the various components into a

understandable cohesive whole?

3) Are any of the alternate 3D Control-Display Mappings viable? Viable

alternative 3D Control-Display Mappings have not been investigated and need

to be studied. We need to identify which new possible alternative mappings are

93
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worthy candidates to investigate as viable alternatives. To understand these

alternatives and to indicate whether expanding our understanding of Control-

Display Mappings will have an impact on 3D Interaction, empirical studies

need to be performed.

5.2 Research Contributions

The research presented in this thesis has addressed these problems, and in this section

the thesis goals are reiterated and how they were achieved is discussed.

1) To identify what the components of 3D Control-Display Mappings

are: I identify and describe the components of 3D Control-Display Mappings.

(addressed Problem 1). This goal was addressed in Chapter 3 in Sections 3.1

and 3.2.

2) To formalize the discussion of the components of 3D Control-Display

Mappings: I create a conceptual framework and mathematically define the

components identified through Goal 1 (addressed Problem 2). This goal was

addressed in Chapter 3

To achieve these two goals, in Chapter 3, this work presents the 3D Control-

Display Mapping framework. In this framework the components of 3D control-

display mappings are delineated. These components are: scale, order, lag,

orientation, alignment, flip, and skew. Each component is defined mathemat-

ically and example mappings are depicted in schematic diagrams. Other than

scale, previously, these components have only been minimally explored and
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thus the 3D control-display framework reveals a large area for potential fur-

ther exploration and study.

3) To identify and evaluate potentially viable alternative 3D Control-

Display Mappings: I identify certain issues with the standard mapping and

potential mapping alternatives that may address these issues. I perform an

initial evaluation of the alternative mappings by designing and running a con-

trolled experiment. I ask participants to perform a series of simple tasks, and

to repeat such tasks for four distinct mappings (one traditional, and three al-

ternative). I record and analyze participants’ related previous experience, task

performance, and mapping preferences. I further discuss and critically analyze

the results of the study and the particular choice of the four distinct mappings

(addressed Problem 3) This goal was addressed in Chapter 3 in Section 3.3 and

in Chapter 4.

In Chapter 3, this work introduces three promising alternative mappings to the

de facto standard perspective mapping: orthographic, mirrored perspective,

and mirrored orthographic.

In Chapter 4, this thesis presents the study that I conducted. The four distinct

mappings from Goal 3 were evaluated. All of the mappings appeared viable,

and participants did not do meaningfully worse in the orthographic mapping

versus the de facto standard perspective mapping and more participants pre-

ferred it as well. Participants did surprisingly well in the mirrored mappings,

considering they were given no visual cues at all and that this was the first ex-

perience of virtual mirrored mappings for all participants, and this opens the
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way to more investigation into the potential of these mappings and beyond.

5.3 Future Work

The number of studies suggested by the 3D control-display mapping framework is

considerable. There is a large area to investigate into how people discover, explore,

and understand the 3D space and the mapping between the interactive and virtual

space. This study is the first exploratory study. As such, there are many possible

future directions. For instance, further investigation into variations and impact of

skew mappings could be explored:

1) Investigate whether the orthographic mapping is the most appropriate for

novice users and walk-up-and-use scenarios as is hinted at in this study by

the participant preference, and performance not being significantly worse than

the default mapping.

2) Conduct a similar study on a large display as the effect of skew is more pro-

nounced on a large display. The drift up and towards the center caused by

perspective projection appears more drastic on a large screen.

3) Conduct studies with tasks that occur in the edges of the display volume.

Linear perspective projection distorts position the most along the edges, and

as such the impact of perspective skew is likely the most along the edges.

4) Conduct studies into other variations of skew. In this study, two variations of

skew where explored, there are many more variations possible.

Further investigation into flip are possible:
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1) Conduct a study on a large display. An initial motivation for exploring mirrored

spaces was that people appeared to want to touch and interact directly at the

surface of the wall, and tabletop displays in the lab.

2) Conduct studies into other flip variations. Flipping the vertical dimension is

sometimes done in mechanical controls, and video games. The effect of this

has not been studied.

An alternative avenue of investigation is to explore the addition of visual cues

for the novel mappings. As discussed in section 4.8, this study added as many

perspective visual cues as possible, as is commonly done in practice to enhance the

3D effect. Here are a few study suggestions:

1) Investigate the addition of visual cues to support mirrored mappings. It is not

clear how one would add effective visual cues to support mirrored mappings,

and whether they even exist. However effective visual cues have the potential

to enhance the viability of the mirrored mappings.

2) Investigate the addition of visual cues to support orthographic mappings, and

other skew variations. It is unclear exactly what these visual cues would be.

A full framework has been introduced and the other components in the framework

could be studied individually, or in multiple combinations to see how they impact

each other. For instance, one could investigate whether scaling techniques, such as

the Go-Go technique, are effective in mirrored mappings.

One could study the impact of variations in 3D control-display mappings in other

display configurations (particularly the addition of stereopsis), and with other input
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device types.

This study only looks at the impact of mapping with simple selection and ma-

nipulation tasks in the within reach metaphor. Further investigation could expand

this into more complex selection and manipulation tasks, and beyond into the at

a distance metaphor. Beyond selection and manipulation, further investigation is

warranted into the effect of 3D control-display mappings on navigation tasks.

5.4 Conclusion

In this thesis, the research contributes to the 3D interaction community, by first in-

troducing a 3D control-display mapping framework, and by providing a description

of this framework. It includes mappings for scale, order, lag, alignment, orientation,

flip, and skew. The effects of skew and flip were explored through the study on

four mappings: orthographic, mirrored orthographic, mirrored perspective and the

de facto standard perspective. The study results indicate that all three non-standard

mappings may be considered as viable alternatives. Surprisingly, the de facto per-

spective mapping was not the favorite mapping for the majority of participants.

Even more surprising is that, with no visual support, performance in the ortho-

graphic mapping was not meaningfully worse, and that performance in the mirrored

mappings steadily improved even though there was also no visual support for these

mappings. In summary, the control-display mapping framework and the results from

our study of four control-display space mappings together open the door to a new

range of exploration into the space of 3D control-display mapping variations.
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Appendix A

Study Materials

In this appendix the following are included: consent form, pre-session questionnaire,

and post-session questionnaire. For the post session questionnaire, the first page

was given out after the first mapping was complete, the second after the second

mapping, and so on, and the last page was completed after all tasks in all mappings

were performed.
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