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ABSTRACT: The broad scientific and technological importance of crystallization has led
to significant research probing and rationalizing crystal nucleation processes. Previous
work has generally neglected the possibility of the molecular-level dynamics of individual
crystal nuclei coupling to local structures. However, recent experimental work has
conjectured that this can occur. Therefore, to address a deficiency in scientific
understanding of crystallization, we have probed the nucleation of prototypical single and
multicomponent crystals (specifically, ice and mixed gas hydrates). We establish that local
structures can bias the evolution of nascent crystal phases on a nanosecond time scale by,
for example, promoting the appearance or disappearance of specific crystal motifs and
thus reveal a new facet of crystallization behavior. Moreover, we demonstrate structural
biases are likely present during crystallization processes beyond ice and gas hydrate
formation. Structurally biased dynamics are a lens for understanding existing
computational and experimental results while pointing to future opportunities.

Crystallization is ubiquitous and highly relevant to many
scientific and technological applications (e.g., bone

formation, pharmaceuticals, meteorology, and metallurgy).
For many applications, either promoting or inhibiting
crystallization can be advantageous. Molecular-level under-
standing of crystallization will help advance attempts to
control, probe, and rationalize crystallization behavior.
However, as highlighted by a recent review,1 scientific
understanding of crystal nucleationthe emergence of an
initial ordered structure (i.e., a nucleus)remains incomplete
with key outstanding questions. Debenedetti has discussed
how prevailing nucleation theories2 typically invoke nuclei
distributions and diffusive behaviors to rationalize nucleation
phenomenology,3 rather than describing specific microscopic
events contributing to the evolution of an individual nucleus.
Previous work also assumes that successive particle attachment
and detachment events for a crystal nucleus are uncorrelated1

and that their associated rates, though dependent on nucleus
size, are agnostic to nucleus structure.3,4 These aforementioned
assumptions are rarely questioned, and many studies implicitly
accept them by invoking classical nucleation theory.5−7 In
contrast, it has been shown that the continuous macroscopic
nature of classical nucleation theory does not capture the
thermodynamics of small nuclei.8 Moreover, the molecular-
level shortcomings of prevailing ideas about crystal nucleation
are becoming increasingly clear as highlighted by work on
disparate processes (e.g., protein9 and diamond10 crystalliza-

tion). Is not likely that the molecular-level details of a nucleus’s
local structure and its surrounding environment could give rise
to richer dynamical behaviors than those captured by
prevailing perspectives on crystallization? Previous work has
essentially not considered this possibility. In contrast, recent
experimental work11 claims, though does not substantiate, that
the occurrence of metastable low-symmetry phases in diblock
copolymer systems arises from local structure guiding
nucleation processes. Here, we confirm that local structures
can influence how a crystal nucleus evolves. More specifically,
we have discovered that individual nuclei can exhibit markedly
differing biased behaviors on nanosecond time scales and that
local structural environments can predispose comparably sized
nuclei to grow or melt in specific ways. Our results, in
conjunction with a careful analysis of existing results,12−20

reveal that structurally biased dynamics are likely a general
feature of nucleation.
It remains experimentally challenging to study crystal

nucleation at the molecular level,1 and understanding
experimental results is impeded by difficulties observing nuclei
during crystallization in molecular systems.21 Simulations allow
for detailed examination of crystal nuclei, which can reveal
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unique insights22,23 and enable experimental interpretation.21

Direct molecular dynamics (MD) simulations are well-suited
for studying the influences of local structure on dynamics
during nucleation because direct (so-called brute-force) MD
simulations do not bias the investigation of nucleation
behavior.1 However, comparatively few nucleation processes
are amenable to direct MD simulations (exceptions include
nucleation in colloidal and atomic systems).1

We have chosen to probe the nucleation of prototypical
single-component and multicomponent small-molecule crystals
that are amenable to in silico investigations using direct MD
simulations. For single-component nucleation, we have probed
ice nucleation, given its ubiquitous relevance (e.g., to biology
and climate modeling). To probe multicomponent nucleation,
gas hydrate formation has been studied in a CH4/H2S/H2O
system. Gas hydrates are crystals in which water molecules
form host lattices of polyhedral hydrogen-bond cages that
enclathrate small gas guest molecules (e.g., methane). Gas
hydrates are a major flow-assurance concern in pipelines,24 a
potential strategy for hydrogen storage,25,26 and a contributor
to the global methane cycle.27,28 We have performed extensive
direct MD simulations of hydrate and ice nucleation at
atomistic and picosecond resolutions, using the isoconfigura-
tional-ensemble approach,29 to resolve the impact of local
structure on dynamics. For our simulations, we have used
previously established models and methods, so we only briefly
introduce the isoconfigurational ensemble approach below
while providing all additional methodological details in the
Supporting Information.
In this study, an isoconfigurational ensemble29 is a swarm of

4 ns long simulation trajectories with a common starting
configuration (initial structural arrangement of particles) but
differing velocity assignments as achieved through particle-
velocity randomization (see section 1 in the Supporting
Information for methodological details and Figure 1). If the
starting configuration’s structure does not influence the
system’s subsequent dynamics, then the ensemble of
trajectories should not exhibit correlated behavior as they
evolve. In contrast, through isoconfigurational ensembles,
previous studies have demonstrated that local structure
impacts behavior within glasses29,30 and affects crystal growth
at ice−water interfaces.31 Here, we present results from four
isoconfigurational ensembles for hydrate nucleation (ensem-
bles 1−4) and four for ice nucleation (ensembles 5−8).
Results from two additional hydrate ensembles (ensembles 9
and 10) are provided in the Supporting Information and
referenced as needed.
Recent work32,33 has revealed that both hydrate and ice

nucleation exhibit comparatively flat free-energy profiles near
their barriers (i.e., near the “critical” nucleus). Therefore, near-
critical nuclei (whether pre- or postcritical) should exhibit
underlying kinetics comparable to those of critical nuclei, and
their behavior should be largely diffusive according to classical
nucleation theory. The nuclei used to launch our isoconfigura-
tional ensembles are near critical (i.e., containing trajectories
exhibiting both growth and melting behavior). We classify
ensembles by their predisposition toward growth or melting.
At longer times, ensembles 1−4 are predisposed toward
growth, while ensembles 5−10 tend toward melting. Both sets
of ensembles yield comparable insights, so our conclusions are
relevant to nuclei near nucleation free-energy barriers,
including critical nuclei.

Through careful analysis of the behavior exhibited by
ensembles 1−10, we have discovered that nuclei can be
predisposed to evolve in specific ways at shorter times that are
distinct from their longer-time behaviors. For example, for
ensembles 1−4, each ensemble’s constituent trajectories
realized, on average, net hydrate formation during the 4 ns
window according to order parameters designed to monitor
hydrate formation (e.g., number of guest-filled water cages and
MCG3 cluster size36 as shown in Figure 2A,B). However,
ensembles 1−4 also exhibit strikingly different shorter-time
behaviors. In Figure 2A, ensemble 3 exhibits a short-lived
enhanced propensity to add singly occupied cages compared to
other ensembles, while ensemble 2 exhibits a short-lived
melting tendency. Moreover, although longer-time behaviors
of singly occupied cage populations and MCG3 cluster sizes
are qualitatively comparable for a given ensemble, their
shorter-time behaviors can differ (see ensemble 3 in Figure
2A,B). The discrepancies between the two metrics highlight
how they probe somewhat different facets of hydrate
nucleation. Visual analysis of each ensemble’s starting
configuration similarly reveals that each configuration’s largest
cluster of cages and largest MCG3 cluster are overlapping, yet
distinct, sets of particles (see Figure S12). However, the cage
and MCG3 metrics agree that the isoconfigurational ensembles
can exhibit distinct shorter-time behavior, a distinction also
captured by dodecahedral-cage populations.
Dodecahedral cages are a structural component of gas

hydrates.37 Previous work has demonstrated that these cages

Figure 1. Generating an isoconfigurational ensemble. Left: the
potential-energy curve of a hydrate-nucleation MD trajectory for a
CH4/H2S/H2O system. The blue point indicates the location of the
starting configuration used to generate the isoconfigurational
ensemble. Water cages are basic structural motifs of hydrates; we
analyzed both complete and face-saturated incomplete cages34,35

using a modified version of the FSICA approach.35 The inset’s gray
tubes connect the oxygen atoms of the water molecules composing
the starting configuration’s cluster of cages. Enclathrated H2S and
CH4 molecules are represented as orange and blue spheres,
respectively. The gray points correspond to the oxygen atoms of
the surrounding water molecules. Right: an overlay of the potential-
energy curves for the trajectories composing the resulting
isoconfigurational ensemble (as shown in black) and the potential-
energy curve of the parent trajectory (as shown in red). The variation
in the curves highlights how the parent trajectory is just one sampling
of how the starting configuration can evolve. Moreover, some
trajectories within the ensemble exhibit increasing potential energies,
emphasizing that the nucleus has a nonzero probability of displaying
melting behavior during the 4 ns window. The dashed vertical lines
indicate the start and end of the isoconfigurational ensemble’s 4 ns
time window. Henceforth, stated times correspond to times elapsed
since the start of an isoconfigurational ensemble unless stated
otherwise.

The Journal of Physical Chemistry Letters Letter

DOI: 10.1021/acs.jpclett.8b03115
J. Phys. Chem. Lett. 2018, 9, 6991−6998

6992

http://pubs.acs.org/doi/suppl/10.1021/acs.jpclett.8b03115/suppl_file/jz8b03115_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpclett.8b03115/suppl_file/jz8b03115_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpclett.8b03115/suppl_file/jz8b03115_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpclett.8b03115/suppl_file/jz8b03115_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.jpclett.8b03115/suppl_file/jz8b03115_si_001.pdf
http://dx.doi.org/10.1021/acs.jpclett.8b03115


Figure 2. Property evolution for hydrate-nucleation ensembles 1−4 as averaged across their constituent trajectories. (A) The evolution of average
populations of singly occupied water cages. For panel A and the subsequent panels, the standard error bars associated with the ensemble averages
are comparable to the symbol sizes used to represent the data. (B) The evolution of average MCG3 cluster sizes, which have been previously used
to monitor hydrate formation.36 (C) Change in average populations of dodecahedral (512) cages relative to the number of dodecahedral cages in
each ensemble’s starting configuration. (D) The evolution of average H2S mole fraction for the MCG3 clusters within each ensemble’s constituent
trajectories. The mole fractions consider only the guest molecules (i.e., CH4 and H2S) participating in the MCG3 clusters. Panels B−D use the
same color scheme as panel A.

Figure 3. Structural correlations among ensemble 3’s constituent trajectories, which were launched from the configuration in Figure 1. (A) Spatial
correlations in the guest molecules enclathrated by the ensemble’s trajectories. Blue and orange points correspond to the CH4 and H2S molecules
enclathrated by the largest clusters of cages in the constituent trajectories at the specified times. The gray tubes correspond to the occupied water
cages in the ensemble’s starting configuration (i.e., the cluster of cages in Figure 1), while gray points show the positions of the oxygen atoms of the
surrounding water molecules. (B) Spatial correlations in the cage-forming water molecules. As in panel A, gray tubes indicate the occupied cages in
the initial configuration. The red points are an overlay of the oxygen-atom positions for those H2O molecules composing each trajectory’s largest
cluster of cages at 50 and 100 ps. (C) An oblique view of the overlaid configurations in the right image of panel B. Panels B and C leverage depth
culling.
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are important to the early stage formation of CH4, H2S, and
mixed CH4/H2S hydrates.38−43 As can be seen in Figure 2C,
ensemble 2’s trajectories display a strong initial propensity to
lose a dodecahedral cage while ensemble 3’s constituent
trajectories show strong propensity to gain a dodecahedral
cage. Given that dodecahedral cages consist of hydrogen-
bonded five-membered water rings, we extracted the time
evolution of each ensemble’s average population of water
pentamers as confirmatory analysis (see section 1.2.6 in the
Supporting Information). Changes in ensemble-averaged
pentamer populations (see section 2.1 in the Supporting
Information) are generally in accord with the dodecahedral-
cage behaviors in Figure 2C, reinforcing that the ensembles
display differing behaviors, particularly at short times. There-
fore, the conclusion that the ensembles, and hence nuclei,
exhibit distinct shorter-time behavior is robust with respect to
alternative hydrate-nucleation metrics. Furthermore, distinc-
tions between shorter and longer-time behaviors are also
robust with respect to thermodynamic-ensemble choices (see
section 2.2 in the Supporting Information).
Given that each isoconfigurational ensemble’s constituent

trajectories were created through velocity randomization, the
differing shorter-time behaviors of the ensembles must arise
from each ensemble’s starting structure causing correlations in
how each ensemble’s constituent trajectories evolve. Con-
sistent with this, ensemble 3’s trajectories exhibit structural
correlations in the vicinity of the growing hydrate nucleus.
Strong guest-species specificity is evident at positions
coinciding with enclathrated guest species in the ensemble’s
starting configuration (compare Figure 3A to Figure 1).
However, guest specificity also extends beyond the initial cage

set, and the trajectories still exhibit some extended correlated
behavior even after 2 ns (see Figure 3A). In fact, ensembles 1−
4 are apparently compositionally distinct even after 4 ns (see
Figure 2D). Ensemble 3’s trajectories also exhibit structural
correlations in terms of water-molecule positions (see Figure
3B), and these correlations also extend beyond the ensemble’s
initial cluster of cages (see Figure 3C). Given that there are
structural correlations among the trajectories, it is reasonable
to expect that an ensemble’s trajectories are also correlated in
terms of how their nuclei evolve with respect to their cage
additions, for example.
To probe for behavioral correlations among each ensemble’s

constituent trajectories, we extracted the percentages of water
molecules common to cages appearing and disappearing within
an ensemble’s trajectories and used machine learning and
visualization to produce symmetric overlap matrices from this
data (see the caption for Figure 4A and the Supporting
Information). These matrices reveal that groups of water
molecules within an ensemble’s starting configuration can be
strongly predisposed to undergo particular structural rear-
rangements. For example, ensemble 3’s trajectories have a
strong tendency for their first dodecahedral cages to form
primarily from a few specific groups of water molecules (e.g.,
see the large blue region in Figure 4A). Moreover, trajectories
with strong overlap in their first dodecahedral cages also
exhibit strong correlations in the guest species occupying their
respective cages, as can be seen by comparing each blue region
in Figure 4A with the color of the bars at the right of the panel.
However, trajectories with strong overlap do not exhibit strong
temporal correspondence in cage appearances. Their cages
appear over several hundred picoseconds. Therefore, the local

Figure 4. Correlations in cage dynamics among an isoconfigurational ensemble’s trajectories. (A) The water overlap matrix for the first
dodecahedral cages appearing in ensemble 3’s trajectories. The ensemble’s starting configuration provides a unique index of the system’s water
molecules. We extracted the indices of the water molecules that form the first dodecahedral cage in each trajectory. For each pair of trajectories, the
percentage of H2O molecules common to their first dodecahedral cages was calculated according to the extracted indices and stored as a matrix.
Inspired by and using as a basis hierarchical clustering,44 we performed cluster analysis, a type of machine learning, on the resultant matrix to detect
groups of trajectories with overlapping sets of water indices for their first dodecahedral cages (see section 1.2.7 in the Supporting Information for
more information). The matrix was sorted according to the cluster-analysis results and colored using the ramp at the bottom of panel A. If the
initial structure used to generate the trajectories did not influence their subsequent dynamics, correlations between trajectories would be minimal
and high-overlap blue regions would be small. The ticks at the edge of the matrix mark each trajectory. The bar graph to the right indicates when
the cage corresponding to a matrix row appears in its corresponding trajectory. Red and black bars indicate H2S and CH4-filled cages. (B) The
water-overlap matrix for the first dodecahedral cages to disappear in ensemble 2’s trajectories. The matrix has been constructed the same way as
panel A, but using water indices of the first dodecahedral cages to disappear in ensemble 2’s trajectories. The bar graph to the right indicates when
the cage corresponding to a matrix row disappears in it corresponding trajectory. Panel B uses the same colors as panel A.
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structural milieux can influence cage dynamics for hundreds of
picoseconds. Ensemble 2, whose starting configuration
contained three dodecahedral cages, exhibits similar phenom-
enology in terms of disappearing dodecahedral cages. The
overlap matrix for the first dodecahedral cages to disappear
from ensemble 2’s trajectories shows that the majority of the
trajectories lose a methane-filled dodecahedral cage composed
of specific water molecules (see Figure 4B). Ensembles 1 and
4, which lack strong initial propensities to either add or lose
dodecahedral cages, also exhibit correlated behavior between
their trajectories (see section 2.3 in the Supporting
Information where higher-resolution versions of the matrices
in Figure 4 are also provided). A nucleus’s structure and its
local environment can thus impact the shorter-time evolution
and dynamics of that nucleus.
Individual gas hydrate nuclei apparently do not evolve

through successive independent particle attachment and
detachment events with diffusive-like behavior. Rather, existing
structures predispose a nucleus to evolve in certain ways,
particularly at shorter times. Moreover, structural biases can
impact system behavior and cage dynamics over hundreds of
picoseconds (see Figure 4), and compositional differences can
persist over nanoseconds (Figure 2D). Although ensembles 1−
4 are predisposed to growth, we obtained comparable results
for hydrate nuclei destined to melt (see section 2.4 in the
Supporting Information).
To establish that structural biases can occur during other

nucleation processes, we also probed ice nucleation. More
specifically, we generated isoconfigurational ensembles for ice
nuclei by leveraging the configurations from the forward-flux
sampling in ref 45 (see section 1.3 in the Supporting
Information). For the trajectories composing each ensemble,
we extracted the time evolution of their largest clusters of
diamond and hexagonal cages using a modified version of the
FSICA approach35 (see section 1.3.3 in the Supporting
Information). Though the ensembles and hence their starting
nuclei are inclined toward dissociation as evidenced by
decreasing average cage-cluster sizes in Figure 5A, the
ensembles do display differing shorter and longer time
behaviors. In particular, ensemble 8 shows a predisposition
toward shorter-time growth, despite its longer-time melting
behavior as can be seen in Figure 5A, and ensemble 8’s
trajectories exhibit appreciable structural correlations (see
Figure 5B). Ensembles 5−7 exhibit shorter-time melting. As
with hydrates, local structure can bias ice-nucleation dynamics
for hundreds of picoseconds.
On the basis of the crystallization literature, structurally

biased dynamics are likely occurring during crystallization
processes beyond ice and hydrate nucleation. For instance, a
recent review16 emphasizes that crystallization tends to take
place in regions with enhanced “orientational order” and points
to both computational and experimental studies probing
various systems (e.g., colloidal systems12). Recent work20 on
homogeneous crystal nucleation in glass-forming metal alloys
demonstrates that icosahedral short-range order can impede
crystal nucleus development, yielding nonmonotic temperature
dependence of crystallization free-energy barriers. For
heterogeneous nucleation, foreign substances might either
promote or inhibit crystallization in metastable solutions and
melts through perturbations to local configurations and their
structurally biased dynamics. This conjecture is supported by
previous work on heterogeneous ice nucleation demonstrating
that surfaces can promote nucleation via aqueous-phase

structuring13−15,17,18 and that minor variations in substrate
structure can substantially impact a substrate’s ability to
promote ice nucleation.17 Surfaces and surface geometries can
also induce polymorph selection.13,17,18 For example, during
surface-induced heterogeneous crystal nucleation in high-
volume fraction colloidal systems, supercooled-liquid preorder-
ing can dictate the final states of these systems.19 Similarly,
work on protein crystallization has demonstrated that
polymorph selection occurs during the very early stages of
ordering and stems from specific structural motifs.46 Therefore,
structurally biased dynamics are probably relevant to both
homogeneous and heterogeneous nucleation, as well as
polymorph selection, in disparate systems. Further inves-
tigation is needed.
Given that simulation studies aim to probe crystallization at

the molecular level and short time scales (perhaps pico-
seconds), structurally biased dynamics also provide new
perspectives on common computational strategies. For
example, in the forward-flux paradigm,47,48 the pathway
between the solution and crystal macrostates is probed by
essentially using sequential series of isoconfigurational
ensembles and selectively evolving some of the constituent
trajectories. Forward-flux studies can thus involve a small
number of configurations yielding the majority of trajectories

Figure 5. Results for ice isoconfigurational ensembles. (A) Evolution
of the size of each ensemble’s largest cluster of diamond and
hexagonal cages as averaged across its constituent trajectories. (B)
Structural correlation in ensemble 8’s trajectories. Black tubes
correspond to the largest cluster of diamond and hexagonal water
cages in the ensemble’s starting configuration. The blue points are an
overlay of the oxygen-atom positions for the H2O molecules
participating in the largest clusters of cages within the ensemble’s
constituent trajectories 200 ps after the start of the ensemble. Only
around the upper portion of the initial cluster of cages is there a
substantial protrusion of blue dots, indicating that the ensemble’s
constituent trajectories do not uniformly add cages across the surface
of the cluster.
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connecting the solution and crystal states49,50 and short
simulations (e.g., tens to hundreds of picoseconds).45 In such
scenarios, the forward-flux protocol could be coupling to
structurally biased dynamics early on in the crystallization
process and hence not provide a comprehensive perspective on
crystal nucleation. Consequently, care is needed to ensure that
results from a set of forward-flux simulations are representative
of the nucleation process of interest and not strongly
influenced by small numbers of ordered structures and their
associated dynamics. Recently, Haji-Akbari51 introduced an
improved variant of forward-flux sampling in which transition
probabilities between nucleus sizes are determined in a history-
dependent fashion. More specifically, the transition probability
from a nucleus of size n to n + 1 depends on how the system
arrived at the n-size nucleus; we propose that the need for such
algorithmic innovation arises from structurally biased dynam-
ics.
Structurally biased dynamics are relevant to both explaining

previous experimental work and inspiring future studies.
Recent ice-nucleation experiments in “no man’s land”
considered conditions where nucleation and structural
relaxation rates become comparable,52−55 with large differ-
ences between different experiments being noted but
unexplained.53,55 The different system-preparation protocols
used in the aforementioned studies likely result in metastable
liquids with somewhat different local structures, and these
structural differences are then manifested as differences in
observed nucleation rates via structurally biased dynamics. In
terms of future work, our demonstration that crystal-promoting
and inhibiting local structures can arise during nucleation
affords the exciting possibility of pinpointing specific local
structures that either enhance or inhibit the formation of order
(or perhaps polymorph selection) during nucleation processes
and leveraging this knowledge to design crystallization
promoters and inhibitors systematically. Such a reality is
close at hand. Recently, Gebbie et al.10 experimentally
prepared nucleus precursors for diamond crystallization from
plasma-enhanced chemical vapor deposition and observed that
isomeric precursor structures can have differing nucleation
rates. The challenge for future work is to rationally design
precursors to, for example, enhance nucleation rates; such
work has the potential for broad impact.
In order to exploit structurally biased dynamics fully, their

microscopic origins need to be characterized. Such work will
require detailed characterizations of local nucleus structure,
interfacial motifs, and nearby liquid regions in terms of both
properties (e.g., symmetries and network topologies) and
lifetimes. The need to characterize lifetimes arises from the fact
that the time scales of structural biases are not necessarily well-
captured by average molecular-relaxation metrics (see section
2.5 in the Supporting Information). As a forerunner to
characterizing the origins of structurally biased dynamics, we
anticipate the need for careful comparison and refinement of
existing order parameters; see section 2.6 in the Supporting
Information for a discussion of this point based on preliminary
analysis of our gas hydrate and ice-nucleation simulations. We
are currently undertaking a detailed study for gas hydrate and
ice nucleation to elucidate the origins of structurally biased
dynamics.
Structurally biased dynamics are consistent with recent work

probing the rugged funnel-shaped potential-energy landscapes
associated with crystal nucleation.43 During nucleation in a
liquid, a system progresses from an initial high-energy, high-

entropy liquid state (i.e., the broad mouth of the funnel) to a
low-energy, low-entropy crystalline state (i.e., its narrow
bottom). Because the landscape is locally rugged with local
minima and maxima, the system must navigate according to its
thermal energy as it descends further into the funnel.
Consequently, probabilities associated with the system
evolving from its current configuration to those nearby will
be different. If transitioning to more probable configurations
involves common structural rearrangements (e.g., dissolution
of a defective interfacial structure), then the system will be
predisposed to undergoing those structural rearrangements. In
turn, while an order parameter, such as nucleus size, may serve
as a proxy for relative thermodynamic stability (i.e., how far the
system is down the funnel), it might not be a reliable indicator
of a nucleus’s shorter-time dynamical predispositions (i.e., how
the system explores the funnel’s local topology). At longer
times, structurally biased behaviors are reduced because the
system has sufficient time to explore larger portions of its
energy landscape, mitigating local-topology effects.
Although structurally biased dynamics are conceptually

consistent with rugged funnel-shaped potential-energy land-
scapes and previous work11 has conjectured that structurally
biased dynamics are operative during crystallization processes,
no previous study has explicitly demonstrated their existence
and impact on crystal nucleation. On the basis of results
presented herein, we have demonstrated that structurally
biased dynamics do exist. Structurally biased dynamics
constitute a new facet of crystallization phenomenology that
is relevant to both experiments and simulations on
crystallization phenomena ranging from homogeneous nucle-
ation through to polymorph selection, while also affording new
perspectives on existing results and future opportunities. While
this Letter was under review, Kumar et al.56 published a
detailed study demonstrating that metastable mesophases can
facilitate and guide zeolite crystallization processes; we
interpret this behavior as yet another manifestation of
structurally biased dynamics that demonstrates the potential
to exploit structurally biased dynamics to tailor materials.
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